Dynamic Ensemble Selection VS K-NN: why and when Dynamic Selection obtains higher classification performance?
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Abstract—Multiple classifier systems focus on the combination of classifiers to obtain better performance than a single robust one. These systems unfold three major phases: pool generation, selection and integration. One of the most promising MCS approaches is Dynamic Selection (DS), which relies on finding the most competent classifier or ensemble of classifiers to predict each test sample. The majority of the DS techniques are based on the K-Nearest Neighbors (K-NN) definition, and the quality of the neighborhood has a huge impact on the performance of DS methods. In this paper, we perform an analysis comparing the classification results of DS techniques and the K-NN classifier under different conditions. Experiments are performed on 18 state-of-the-art DS techniques over 30 classification datasets and results show that DS methods present a significant boost in classification accuracy even though they use the same neighborhood as the K-NN. The reasons behind the outperformance of DS techniques over the K-NN classifier reside in the fact that DS techniques can deal with samples with a high degree of instance hardness (samples that are located close to the decision border) as opposed to the K-NN. In this paper, not only we explain why DS techniques achieve higher classification performance than the K-NN but also when DS should be used.
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I. INTRODUCTION

One of the most promising MCS approaches is Dynamic Selection (DS), in which the base classifiers are selected on the fly, according to each new sample to be classified. DS has become an active research topic in the multiple classifier systems literature in the past years. This is due to the fact that more and more works are reporting the superior performance of such techniques over traditional combination methods, such as Majority Voting and Boosting [1], [2], [3], [4], [5]. DS techniques work by estimating the competence level of each classifier from a pool of classifiers. Only the most competent, or an ensemble containing the most competent classifiers, is selected to predict the label of a specific test sample. The rationale for such techniques is that not every classifier in the pool is an expert in classifying all unknown samples; rather, each base classifier is an expert in a different local region of the feature space [6].

In dynamic selection, the key is how to select the most competent classifiers for any given query sample. The competence of the classifiers is estimated based on a local region of the feature space where the query sample is located, called region of competence. This region is usually defined by applying the K-Nearest Neighbors technique to find the neighborhood of this query sample. Then, the competence level of the base classifiers is estimated, considering only the samples belonging to the region of competence according to any selection criteria; these include the accuracy of the base classifiers in this local region [7], [8], [9] or ranking [10] and probabilistic models [3], [11]. The classifier(s) that attained a certain competence level is(are) selected.

Several works pointed out that the performance of DS techniques is very sensitive to the definition of the region of competence [12], [13], [14]. If there is a noise in the defined neighborhood of the query sample, the DS systems are more likely to fail. Moreover, the use of different K-NN approaches for the definition of the regions of competences can significantly change the performance of DS methods [15].

As the competence of the base classifiers are heavily dependent on the K-Nearest Neighbors for the definition of the local regions, one question arises: Why do we use dynamic selection instead of simply applying the K-NN classifier? Moreover, in which scenario the use of DS brings benefits over the K-NN? To the best of our knowledge, there is no comparison between both classification approaches in the DS literature. Hence, the objective of this paper is to perform an analysis comparing the classification results of DS techniques and the K-NN classifier. In particular, the following points are investigated:

1) Do DS techniques achieve higher classification performance than the K-NN?

2) Why does DS present better classification accuracy than K-NN even though the same neighborhood is considered for both techniques?

3) When should DS be used for classification instead of K-NN?

Experiments are carried out using 18 state-of-the-art DS technique over 30 classification datasets. We demonstrate that...
not only DS techniques achieve significantly better results, but we also demonstrate in which scenarios DS techniques can improve the generalization performance over the K-NN classifier.

This paper is organized as follows: Section II presents the related works on dynamic selection. Section III addresses the experiments conducted on state-of-the-art DS techniques. Conclusion and future works are presented in the last section.

II. Dynamic selection

Dynamic selection techniques consist, based on a pool of classifiers $C$, in finding a single classifier $c_1$, or an ensemble of classifiers $C' \subset C$, that has (or have) the most competent classifiers to predict the label for a specific test sample, $x_q$. The most important component of DES techniques is how the competence level of the base classifier is measured, given a specific test sample $x_q$. This is a different concept from static selection methods [16], [17], in which the Ensemble of Classifiers (EoC), $C'$, is selected during the training phase, according to a selection criterion estimated in the validation dataset, and is used to predict the label of all test samples in the generalization phase.

In dynamic selection, the classification of a new query sample normally involves three phases:

1) The definition of the region of competence; that is, how to define the local region surrounding the query, $x_q$, in which the competence level of the base classifiers is estimated

2) The selection criteria used to estimate the competence level of the base classifiers, e.g., Accuracy, Probabilistic, and Ranking

3) The selection mechanism that chooses a single classifier (DCS) or an ensemble of classifiers (DES) based on their estimated competence level

The most common method to define the regions of competence is by using the K-NN technique, to get the neighborhood of the test sample [7], [4], [8], [18], [19], [20], [21], [5], [11], [9], [10], [22]. The set with the K-Nearest Neighbors of a given test sample $x_q$ is called region of competence, and is denoted by $\theta_q = \{x_1, \ldots, x_K\}$. Many works pointed out that the definition of this region of competence is of fundamental importance to DS methods, as the performance of all DS techniques is very sensitive to the distribution of this region [15], [23]. The samples belonging to $\theta_q$ are used to estimate the competence of the base classifiers, for the classification of $x_q$, based on various criteria, such as the overall accuracy of the base classifier in this region [7], ranking [10], ambiguity [24], oracle [4] and probabilistic models [11]. In any case, a set of labeled samples, which can be either the training or validation set, is required for the definition of the local regions. This set is called the dynamic selection dataset (DSEL) [25].

After the competence level of the base classifiers are estimated, the most competent one or an ensemble containing the most competent classifiers, to predict the label of $x_q$ is(are) selected. For instance the Overall-Local-Accuracy (OLA) [7] and Multiple Classifier Behavior (MCB) [20] techniques select only the classifier that achieved the highest competence level in the neighborhood, while the K-Nearest Oracles techniques (KNORA) [4] and the Dynamic Ensemble Selection-Performance (DES-P) [11], and META-DES [5] select an EoC containing the most competent classifiers.

As the neighborhood of the query sample is not used directly to predict its label, but rather to estimate the competence level of the base classifiers. This brings benefits when dealing with samples located in an indecision region, i.e., which are located in areas surrounding classes boundaries [26]. When the query is located in such a region, the majority of its K-Nearest Neighbors may belong to a different class, which can lead to bad predictions. Moreover, samples located in indecision regions are often misclassified by other pattern recognition techniques since they are usually associated with a high degree of instance hardness [27].

However, DS techniques can still predict the correct label for such samples as long as there exists at least one base classifier that is competent locally. In other words, a classifier that can correctly classify samples belonging to different classes in the indecision regions. For example, Figure 1 shows an example of an indecision region. The query sample $x_{query}$, belongs to the class 1 (red square). Since the majority of its neighbors comes from the class 2 (blue circle), a K-NN classifier, considering this whole neighborhood, would misclassify the query sample.

Using dynamic selection it is possible to predict the correct label of such sample as long as there are base classifiers that cross this indecision region. For instance, consider the system consisting of four base classifiers as shown in Figure 1 (b). If we apply the Overall-Local-Accuracy (OLA) technique [7], the classifier $c_3$ would be selected, since it obtained a 100% accuracy for the local region. The other base classifier that predicted the correct label is $c_1$ yet, it does not cross the region of competence, knowing that it achieves a level of competence of 0.33 which is lower than classifiers $c_2$ and $c_1$ with 0.85 and 0.57 respectively. Consequently, using dynamic selection it is possible to give the correct prediction for this sample as long as there is at least one base classifier that obtains a high competence level in the local region.

Thus, our hypothesis is that DS techniques outperform the K-NN classifier since it can better deal with samples that are located in indecision regions. This hypothesis is evaluated in the next section.

III. Experiments

The comparative study was performed using a test bed composed of 30 classification problems proposed in [5]. The key features of the datasets proposed in Table 1. For each dataset, the experiments were carried out using 20 replications. For each replication, the datasets were randomly divided on the basis of 25% for training, $T$, 50% for the dynamic selection dataset, $DSEL$, and 25% for the generalization set, $G$. The divisions were performed while maintaining the prior probabilities of each class. For the K-NN classifier, $DSEL$
was merged with the training data. As a result, all methods were trained using the same amount of data available, while the distribution of the test set remained the same. The pool of classifiers $C$ was composed of 100 Perceptrons generated using the Bagging technique. The same pool of classifiers was used for all DS techniques. Moreover, the size of the region of competence (neighborhood size) $K$ was equally set at 7 for all techniques since it presented the best classification performance according to [4], [5].

The analysis is conducted using 18 state-of-the-art DS techniques, eight DCS and ten DES techniques. For DCS, the following techniques were evaluated: Local Class Accuracy (LCA) [7], Overall Local Accuracy (OLA) [7], Modified Local Accuracy (MLA) [8], Modified Classifier Ranking (RANK) [10], [7], Multiple Classifier Behavior (MCB) [20], A Priori [18], [19], A Posteriori [18], [19] and the Dynamic Selection on Complexity (DSOC). For dynamic ensemble selection, the following techniques were considered: K-Nearest Oracles Eliminate (KNORA-E) [4], K-Nearest Oracles Union (KNORA-U) [25], Randomized Reference Classifier (DES-RRC) [28], K-Nearest Output Profiles (KNOP) [25], [29], Dynamic Ensemble Selection Performance (DES-P) [11], Dynamic Ensemble Selection Kullback-Leibler (DES-KL) [11], DES Clustering [9], DES-KNN [9], Meta Learning for Dynamic Selection (META-DES) [5] and META-DES-Oracle [30].

Pseudo-code for the implementation of each method is given in [2], [1]. It is important to point out that 15 out of the 18 DS techniques use the K-NN to define the region of competence, the only exceptions being the DES-RRC, DES-KL and the DES-KMEANS. However, they still use local information in order to estimate the competence level of the base classifiers.

A. Comparison DS vs K-NN

The first analysis conducted in this paper is a comparison between the accuracy obtained by DS techniques and the K-NN classifier. The objective of this analysis is to know whether the use of DS leads to a significant improvement in classification accuracy. For the K-NN classifier, we consider a $K=7$ (i.e., the same neighborhood size used by the DS techniques) as well as the $K=1$ which is used as a baseline comparison.

Table 2 shows the average ranking and mean accuracy of each technique considering the 30 classification problems studied. The average ranks were obtained using the Friedman test [31] as follows: For each dataset, the method that achieved the best performance received rank 1, the second best rank 2, and so forth. In case of a tie, i.e., two methods presented the same classification accuracy for the dataset, their average ranks were summed and divided by two. The average rank was then obtained, considering all datasets. The best performing algorithm, considering the 30 classification datasets, was the one presenting the lowest average rank.

All DS techniques presented a better ranking and average accuracy when compared to the 1-NN, and only the MLA technique presented a lower classification accuracy and lower rank than the K-NN using the same neighborhood size (K=7). This is an interesting finding, since the majority of the DS techniques in this study (14 methods) use the K-NN method in the process of estimating the local competence of the base classifiers.

Furthermore, a pairwise analysis was conducted based on the Sign test [32], computed on the number of wins, ties and losses obtained by each DS, compared to the 7-NN (i.e., same neighborhood size). The null hypothesis, $H_0$, meant that both techniques obtained statistically equivalent results. A rejection in $H_0$ meant that the classification performance obtained by a corresponding DS technique was significantly better at a predefined significance level $\alpha$. In this case, the null hypothesis, $H_0$, is rejected when the number of wins is greater than $\frac{K}{2} + \frac{\alpha}{2}$. The first analysis conducted in this paper is a comparison between the accuracy obtained by DS techniques and the K-NN classifier. The objective of this analysis is to know whether the use of DS leads to a significant improvement in classification accuracy. For the K-NN classifier, we consider a $K=7$ (i.e., the same neighborhood size used by the DS techniques) as well as the $K=1$ which is used as a baseline comparison.

Table 2 shows the average ranking and mean accuracy of each technique considering the 30 classification problems studied. The average ranks were obtained using the Friedman test [31] as follows: For each dataset, the method that achieved the best performance received rank 1, the second best rank 2, and so forth. In case of a tie, i.e., two methods presented the same classification accuracy for the dataset, their average ranks were summed and divided by two. The average rank was then obtained, considering all datasets. The best performing algorithm, considering the 30 classification datasets, was the one presenting the lowest average rank.

All DS techniques presented a better ranking and average accuracy when compared to the 1-NN, and only the MLA technique presented a lower classification accuracy and lower rank than the K-NN using the same neighborhood size (K=7). This is an interesting finding, since the majority of the DS techniques in this study (14 methods) use the K-NN method in the process of estimating the local competence of the base classifiers.

Furthermore, a pairwise analysis was conducted based on the Sign test [32], computed on the number of wins, ties and losses obtained by each DS, compared to the 7-NN (i.e., same neighborhood size). The null hypothesis, $H_0$, meant that both techniques obtained statistically equivalent results. A rejection in $H_0$ meant that the classification performance obtained by a corresponding DS technique was significantly better at a predefined significance level $\alpha$. In this case, the null hypothesis, $H_0$, is rejected when the number of wins is greater than $\frac{K}{2} + \frac{\alpha}{2}$.
greater than or equal to a critical value, denoted by \( n_c \). The critical value is computed using Equation 1:

\[
    n_c = \frac{n_{exp}}{2} + z_\alpha \sqrt{\frac{n_{exp}}{2}} \tag{1}
\]

where \( n_{exp} \) is the total number of experiments. We ran the test considering three levels of significance: \( \alpha = \{0.10, 0.05, 0.01\} \). Figures 2 and 3 show the results of the Sign test comparing the performance of DS techniques and the 1-NN and 7-NN respectively. The different bars represent the critical values for each significance level.

Compared to the 1-NN, we can see that all DS methods presented a significant number of wins even when the level of significance is reduced to \( \alpha = 0.01 \). Compared to the 7-NN (i.e., the same neighborhood size as the DS techniques) we can see that at a 0.1 significance level, all DS techniques obtained a significant number of wins. Using an \( \alpha = 0.05 \), only two DS methods (DS-KMEANS and MLA) did not present a significant number of wins. Moreover, even restricting the test to a significance level of 0.01, we could see that the majority of the DS techniques obtained a significant number of wins. Therefore DS methods present a significant boost in classification accuracy even though they use the same neighborhood as the K-NN.

### B. Instance hardness analysis

Instance hardness (IH) measure provides a framework for identifying which instances are hard to classify and also, understand why they are hard to classify [27]. The objective of this experiment is to analyze the performance of DS techniques and the K-NN classifier for dealing with samples with different degrees of instance hardness. Thus, we want to test our hypothesis that DS techniques can better handle samples that are located in indecision regions, and are associated with a higher degree of instance hardness.

The kDisagreeing Neighbors (kDN) is considered, since it presented the highest correlation with the probability that a given instance is misclassified by different classification methods according to [27]. The kDN measure is the percentage of instances in an instance’s neighborhood that do not share the same label as itself. Equation 2 shows the kDN measure.

\[
kDN(x_q) = \frac{|\{x_k : x_k \in KNN(x_q) \land t(x_k) \neq t(x_q)\}|}{K}
\]

where \( KNN(x_q) \) is the set of \( K \) nearest neighbors of \( x_q \), and \( x_k \) represents an instance in this neighborhood. \( t(x_q) \) and \( t(x_k) \) represents the target class of the instances \( x_q \) and \( x_k \) respectively.
(given that $K = 7$) with the possible configurations of IH (starting from IH = 0, when the whole neighborhood agrees with the class of the test sample, up to IH = 1, when the whole neighborhood disagrees with the label of the test sample).

Then, the classification accuracy of each DS technique and the K-NN are evaluated for each specific group of instances. The results of the DS techniques and K-NN according to the hardness level of the instance are presented in Figure 4. For the sake of simplicity, we considered only the top six DS algorithms. Moreover, only the 7-NN was considered since it outperformed the 1-NN. Based on this analysis, we can see that DS methods achieve higher performance for samples with a high degree of instance hardness. When the IH level is low (IH < 0.4), the K-NN method presents the best result. However, we can see a huge drop in classification accuracy when the IH level increases.

The accuracy of the K-NN for the samples with IH = 0.7 is around 5%, while the best DS techniques obtain an accuracy higher than 50% for such instances (META-DES, META-DES.O and KNORA-U). Moreover, for an IH higher than 0.71 the classification accuracy of the K-NN is equal to zero, while the best DS technique obtained a much higher classification accuracy for such samples. Hence, the reasons behind the outperformance of DS techniques over the K-NN method can be explained by the fact that DS techniques can better deal with samples that are associated with a high degree of instance hardness.

We can clearly see that DS methods outperform the K-NN for the classification of samples associated with a high degree of instance hardness. This is due to the fact that a high IH value means that the majority of the samples in the neighborhood of the query instance come from a different class. Therefore, the K-NN classifier cannot predict the correct label. However, when using DS techniques, it is possible to achieve the correct prediction for such instances as long as there is at least one base classifier or a few that crosses the neighborhood of the query sample (as shown in Figure 1). This result explains why DS techniques often outperform the K-NN classifier, even though the same neighborhood size is considered by both techniques.

Hence, we are able to answer two questions posed in the paper: The reasons why DS techniques present a better performance than the K-NN is due to the fact that DS techniques can deal with samples with a high degree of instance hardness. Moreover, DS techniques should be used for the classification of instances that are associated with a high degree of instance hardness (samples that are located close to the decision border), while the K-NN should be used for the classification instances associated with a low degree of instance hardness (e.g., IH < 0.4). Moreover, for all sample associated with a high degree of IH (IH > 0.4), that were correctly classified by a DS algorithm, there was at least one base classifier in the pool crossing the region of competence (i.e., which could predict the correct label for samples of different classes).

Thus, DS techniques are able to correctly classify instances that are associated with a high degree of instance hardness as long as they can select the base classifiers that are competent locally. For such a condition to be satisfied, it is required that there is at least one base classifier crossing the decision border in the local region of the query sample (as shown in Figure 1). The classifier should also obtain a high local performance in order to be selected by the corresponding dynamic selection technique. Moreover, it would be preferable to guarantee the presence of multiple locally competent classifiers rather than just one. As the number of competent base classifiers increases, the probability of selecting only the competent ones should also increase.

### IV. Conclusion

In this work, we perform an analysis comparing dynamic selection techniques with the K-NN classifier in order to better understand why and when dynamic selection techniques outperform the K-NN classifier. The analysis is motivated by the fact that the majority of the DS techniques are based on the K-NN definition, and the quality of its neighborhood has a huge impact on the performance of DS methods.

Experimental results demonstrate that the majority of DS techniques obtain a significant improvement in classification performance. Moreover, an analysis conducted using instance hardness shows that the reasons in which DS presents better classification performance is due to the fact that DS techniques are better able to deal with samples with a high degree of instance hardness, while the K-NN classifier works well for samples with a low degree of instance hardness, but fails to predict the correct label for samples with a high degree of IH (the accuracy of the K-NN classifier is close to 0 for samples with an IH of 0.7).

Future work would involve the definition of a system in two steps: first the hardness of a test instance is calculated (based on its neighborhood defined over the training and validation data), and based on its hardness the system could select whether using the K-NN or applying a DS technique.
for classification. In this case, the DS scheme is only used to classify samples associated with a high degree of instance hardness i.e. borderline samples, while K-NN should be used for classifying samples with a low degree of instance hardness. Such approach would not only improve generalization performance, but also reduce the computational complexity involved, since the DS techniques would only be used for the classification of a few test samples.
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