Skew-sensitive boolean combination for adaptive ensembles – An application to face recognition in video surveillance

Paulo V.W. Radtke a,⁎, Eric Granger a, Robert Sabourin a, Dmitry O. Gorodnichy b

a Laboratoire d’imagerie, de vision et d’intelligence artificielle, École de technologie supérieure, Université du Québec, Montreal, Canada
b Science and Engineering Directorate, Canada Border Services Agency, Ottawa, Canada

Abstract

Several ensemble-based techniques have been proposed to design pattern recognition systems when data has imbalanced class distributions, although class proportions may change over time according to the operational environment. For instance, in video surveillance applications, face recognition (FR) is employed to detect the presence of target individuals of interest in potentially complex and changing environments. Systems for FR in video surveillance are typically designed a priori with a limited amount of reference target data and prior knowledge of underlying class distributions. However, the relative proportion of target and non-target faces captured during operations varies over time. Estimating the actual proportion of data from the input data stream could allow to dynamically adapt ensembles to reflect operational conditions. In this paper, the selection and fusion of ensembles produced through Boolean Combination (BC) of classifiers is periodically adapted based on the class proportions estimated from input streams. BC techniques have been shown to efficiently integrate the responses of multiple diversified classifiers in the ROC space, yet the impact on performance of imbalanced data distributions is difficult to observe from ROC curves. Given a diversified pool of classifiers and a desired false positive rate (fpr), the new Skew-Sensitive Boolean Combination (SSBC) technique exploits the Precision-Recall Operating Characteristic (PROC) space, leading to a higher level of performance. A set of BCs of base classifiers is initially produced with imbalanced reference data in the PROC space, where each BC curve corresponds to different level of imbalance (a growing number of non-target samples versus a fixed number of target ones). Then, during operations, the closest adjacent levels of class imbalance are periodically estimated using the Hellinger distance between the data distribution of inputs and that of imbalance levels, and used to approximate the most accurate BC of classifiers from operational points of these curves. Simulation results on Faces In Action video surveillance data indicate that ensemble-based FR systems using the SSBC technique outperform the same systems using traditional BC techniques with Random Under-Sampling and One-Sided Selection. It allows to dynamically select BCs that provide a higher level of precision (and F1 value) for target individuals, and a significantly smaller difference between desired and actual fpr. Performance of this adaptive approach is also comparable to the costly full recalculation of BCs (as required by a BC technique to accommodate a specific level of imbalance), but for a computational complexity that is considerably lower. Finally, SSBC is shown to achieve a high level of discrimination between target and non-target individuals when face tracking is exploited to accumulate ensemble predictions for facial captures that correspond to a same person in the video scene.
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1. Introduction

Issues related to class imbalance are present in many real-world applications, and several algorithm-level, data-level, cost-sensitive and ensemble-based techniques have been developed to design pattern recognition systems when data has imbalanced class distributions [1]. Since the proportion of design samples per class rarely correspond to the actual distribution of operational data, system performance may differ from that achieved during the design phase. What is more, the underlying class distributions change over time in many applications. It is therefore desirable to estimate class imbalance over time, and adaptively select an operational point with design data that follows the class imbalance of operational data.

As a practical example, consider systems for automated face recognition (FR) in video surveillance. Theses systems allow to rapidly detect and track individual of interest across a network of...
video surveillance cameras for enhanced security and situational awareness. Given an individual or situation of interest, the operator of a human-centric decision support system may, for instance, capture reference samples (facial regions) corresponding to an individual appearing in video feeds, and then store a facial model, e.g., a template or statistical representation, designed using these samples. Face re-identification consists in matching facial regions captured in live or archived video streams against facial models of individuals enrolled to a system [2–4].

Face re-identification is typically performed in either semi-constrained (e.g., an inspection lane) or unconstrained (e.g., portals or free-flow airport scenes) environments, which raises several challenges. Systems for FR are exposed to complex operational environments with changing illumination, pose, expression, occlusion, etc. In addition, a relatively small proportion of the faces collected for system design or captured during operation correspond to an individual of interest, although non-target faces may appear in abundance. The covert and unobtrusive capture of video sequences with target individuals provides only a limited amount of high quality reference samples to design facial models. To avoid biasing performance towards the majority class, neural and statistical classifiers used for face matching are typically designed with balanced data, provided by using data-level sampling techniques. An estimate of class priors is often used to scale classifier outputs, although actual class proportions are often unknown a priori and change over time.

Several specialized architectures have been proposed for FR in video surveillance [5–8]. Given the need to detect individuals of interest, some systems have effectively been modeled in terms of independent user-specific detectors, each one implemented using one or more binary (1- or 2-class) classifiers [9,5]. For example, this modular approach was employed in [5] with user-specific ensembles of 2-class ARTMAP neural network classifiers and Boolean combination (BC) of responses. However, these architectures do not consider the impact on performance of class imbalance. Exploiting this information to enhance performance is relevant in video surveillance, owing to the potentially small number of target samples w.r.t. the abundant non-target samples.

BC techniques [10] can efficiently integrate the responses of several crisp or soft binary classifiers, optimizing the combination of decision thresholds (operational points) with respect to accuracy or another scalar performance metric related to a decision space. BC is typically performed in the Receiver Operating Characteristic (ROC) space [11]. Once a pool of diversified classifiers has been generated, a BC technique is used for selection and fusion of ensembles based on the desired false alarm rate, using balanced validation data. In practice, it would however be beneficial to adapt the BC of ensembles (i.e., Boolean functions and thresholds) according to an estimate of class imbalance during operation.

Although the impact on classification performance of class imbalance cannot be observed with ROC curves, the Precision-Recall Operating Characteristic (PROC) [12] space (also known as the Precision-Recall space) is sensitive to imbalance. Indeed, the precision measure allow to observe the proportion of correct target predictions over all positive samples predictions, which typically declines when the proportion of negative samples grow with respect to the positive ones. Given the relationship between ROC and PROC space [13], the PROC space can be exploited to adapt classification systems for changing levels of class imbalance.

In this paper, a new BC technique is proposed to adapt the selection and fusion of classifier ensembles given the desired false positive rate and the current level of class imbalance, as estimated from operational data streams. This technique, called the Skew-Sensitive BC (SSBC) technique, exploits the PROC space. During design phases, a pool of diversified classifiers is generated, and imbalanced validation data is used to produce several BC curves in the decision space, by successively growing the number of negative (non-target) samples from the majority class. Negative samples are assumed to be available in large quantities, while the limited number of positive target samples is assumed to be fixed. Each BC curve is optimized for one specific class imbalance level. During operations, the system relies on the Helinger distance [14] to periodically estimate the lowest levels of class imbalance from the operational data stream, by comparing it to a set of known reference imbalanced data sets. This estimation is used to approximate the most suitable set of vertices from BC curves in the PROC space, among BC curves with the lowest levels of imbalance. Knowledge obtained when combining classifiers for pre-select levels of class imbalance is used to approximate BCs for input data. Compared to full Boolean recombination (i.e., re-calculation of BC curves for a specific level of imbalance), the proposed approach provides a reduction in computational complexity, and thus a faster response times during operations.

Proof-of-concept experiments have been performed with real-world videos from the Carnegie Mellon University Face in Action database [15] where participants to be recognized appear in a passport verification scenario. A security checkpoint (inspection lane or portal) may witness peaks in the flow of target and non-target individuals. For validation, the FR system have been realized with a modular architecture composed of an ensemble of 2-class classifiers per individual, each one generated using a dynamic particle swarm optimization (DPSO)-based training strategy [16]. Each classifier ensemble of the system is selected and combined using the new SSBC technique. Performance of this technique is compared to that of the same ensemble where BC is optimized with data obtained using Random Under-Sampling (RUS) and One-Sided Selection (OSS) [17]. The level of class imbalance has been varied over time during operations. Transactional-based analysis measures the ROC and PROC performance for systems predictions produced in response to faces captured in videos. Time-based analysis exploits face tracking to regroup facial captures that correspond to the same person in the scene. Performance is based on the accumulation of true positive predictions for high confidence face track, over a fixed window of time. Finally, each individual enrolled to the system is categorized according to the Doddington zoo (subject-based) analysis [18,19]. The approach extend the authors’ preliminary research in [20] by presenting an in-depth review and analysis on the design of pattern recognition systems when classes imbalance varies during operations. The SSBC technique is proposed to efficiently adapt the selection and fusion of ensembles according to class proportions. While [20] is limited to the strategy to approximate BCs for intermediate skew levels using synthetic data, the complete system presented in this paper includes mechanisms to track class imbalance over time from operational data streams, and to estimate the reference data sets with the lowest level of class imbalance, as needed to adapt BCs for a desired fpr. SSBC is applied to the adaptation of ensembles for face re-identification, and is validated using real-world video data. Finally, SSBC is compared to BC techniques that exploit data-level techniques the handle class imbalance.

This paper is organized as follows. In Section 2, strategies for the design and evaluation of pattern recognition systems under class imbalance are provided. Section 3 reviews techniques for BC of binary classifiers, while Section 4 presents the new SSBC that allows to adapt the selection and fusion of ensembles according to estimated levels of class imbalance. The experimental methodology for proof-of-concept experiments is presented in Section 5, and simulation results are shown and interpreted in Section 6.
2. Binary classification from class imbalance

A common assumption in pattern recognition (PR) literature is that class priors are known and that data distributions are balanced, i.e., instances of all classes are assumed to be equally present in both training and operational data. Real world problems rarely follow this ideal case – class priors are unknown and may change over time, and training samples are imbalanced and are not necessarily representative of operational data. For instance, FR in video surveillance involves class imbalance between targets (positive class) and non-targets (negative class) individuals.

Fig. 1 details a two class classification problem, with the unknown underlying distribution indicated for both classes in Fig. 1a. Classifier design seeks to estimate models that generalize well during operations, using reference data. Fig. 1 illustrates a histogram representation of the distribution obtained from the limited data used for classifier design. The balanced reference data is randomly sampled from the underlying distribution of Fig. 1a. Finally, Fig. 1c illustrates a model of data distributions estimated from the reference data. Densities are estimated with a unimodal Gaussian distribution per class, \( N_+ \) and \( N_- \). Since the true prior probabilities are unknown, we estimate that \( \hat{P}_+ = \pi_+ \) and \( \hat{P}_- = \pi_- \), where \( \pi_+ \) and \( \pi_- \) are the proportion of positive and negative reference samples and that \( \pi_+ = \pi_- \).

Given the underlying distribution and data sampling process, data distributions in Fig. 1 may be imbalanced, or skewed. Data skew (level of class imbalance) is defined as the ratio of positive samples \( \pi_+ \) to negative ones \( \pi_- = \pi_+/\pi_+ \). A skew of \( \lambda = 1/100 \) indicates that for each positive sample, there are 100 negative samples.

Design of classifiers for FR in video surveillance must also consider the presence of a majority class to define decision rules. Assume a modular classification architecture adapted for surveillance applications, where each target individual is modeled as a user-specific detection module. Each module is implemented with a binary (1- or 2-class) classifier that is assigned to discriminate between the target (positive) and non-target (negative) classes. Binary classifiers output a crisp decision or a score that is compared to a decision threshold to provide a final crisp decision.

The rest of this section reviews techniques available in the literature to design classifiers, to evaluate performance of binary classifiers, to estimate class imbalance during operations and to select decision thresholds under class imbalance.

2.1. Design of classifiers under class imbalance

Four main approaches have been proposed in literature to train classifiers from skewed (imbalanced) reference data sets [1,2,22] – algorithm level, cost sensitive, data level and ensemble-based techniques. Algorithm level approaches modify the classifier behavior to bias toward the minority (positive) class. Modifying the classifier requires a domain expert that understand the classifier’s working principles and the target application. An example is the prior scaling technique in [23], which changes the multi-layer perceptron neural network outputs (or inputs) to better predict the minority class.

Cost sensitive approaches requires fewer modifications (if any) to the classifier. Instead of minimizing the number of misclassified instances, the classifier training procedure minimizes the total cost of misclassified instances. Each error type has a different cost, usually much higher for the minority class, and the sum of mis-classifications costs drives the learning process.

Data level approaches are appealing as they require no modification to the learner algorithm. Data level approaches are categorized either as under-sampling or as over-sampling techniques. Data under-sampling techniques will reduce the sample number of the majority (negative) class to match that of the minority class. Random under-sampling [24] reduces the majority class by randomly selecting instances, which is computationally effective. Other techniques try to follow the majority class distribution in the feature space, such as the Condensed Nearest Neighbor Rule [25] or the One Sided Selection [17], both techniques that emphasizes instances close to the decision boundary.

Oversampling techniques will instead increase the instance count of the minority (positive) class to balance it with the majority class. Random oversampling replicates positive class instances to match the majority class, which risks over-fitting the classifier. To avoid this effect, the Synthetic Minority Over-Sampling Technique (SMOTE) [26] creates new synthetic instances by interpolating close minority class instances.

Finally, ensemble learning approaches [1] are usually performed in conjunction with one of the three other approaches to optimize the combination of classifiers. The idea behind ensemble learning [27,28] is that classifiers can be combined to improve overall performance. The key to effective ensemble learning is to combine a set of diverse classifiers [27], and the most common techniques to generate an ensemble are Bagging [29], Boosting [30] and random subspaces [31]. The literature details various ensemble learning approaches for imbalanced data. Examples of cost sensitive ensemble learning are AdaCost [32] and the AdaC family [33]. One Boosting based approach is the SMOTEBoost [34] algorithm, which adds synthetic instances of the minority class, associating different weights to original and synthetic instances, which are refined over several iterations when new synthetic samples are added.

---

Fig. 1. (a) Illustration of the underlying distribution for a two class problem in a 1-D feature space. (b) A histogram representation of the data distribution obtained by discretely sampling this underlying distribution (equiprobable, 100 data samples per class) for classifier design. (c) The Gaussian model estimated from data samples for classification. The balanced data used for classifier design provides limited information to estimate classifier parameters that generalize well during operations.
Bagging based ensemble approaches are popular, owing to the ease of integration of data sampling techniques and to good generalization power achieved [1]. SMOTEBagging [35] uses SMOTE resampling of the minority class with varying rate from the first to the last iteration, while majority class instances are bootstrapped. Under-sampling techniques may also be used to perform Bagging, sampling instances from the majority class and, optionally, sampling instances of the minority class for enhanced diversity. The Asymmetric Bagging algorithm [36] falls in this category, as well as the approach used in [37] to create ensembles for incremental learning of imbalanced data.

While the above techniques have been used to design monolithic classifiers or ensembles for problems with class imbalance, they make the ideal assumption that class imbalance of training data is representative of class imbalance associated to actual operational data. Therefore, optimizing classification systems under this assumption is likely to provide sub-optimal performance. Adapting the classification system during operations (to the actual class imbalance) should improve the system performance. In many applications (like face re-identification) recognition is performed using the scalar measure known as the area under the curve (ROC) [11] analysis, which they derived a methodology to find the PROC achievable dominating operational points in the ROC and PROC spaces, from which they derived a methodology to find the PROC achievable curve (the analogous to the ROC convex hull).

2.2. Evaluation of binary classifiers

The performance of binary classifiers is commonly evaluated using the Receiver Operator Characteristics (ROC) [11] analysis, which is based on two intra-class measures, the true positive rate \( tpr = TP/(TP + FN) \) (proportion of correct positive class predictions) and the false positive rate \( fpr = FP/(FP + TN) \) (proportion of incorrect negative class predictions), derived from the confusion matrix in Table 1. ROC graphs display the entire range of \( tpr \) and \( fpr \) values to obtain different operational points and avoid committing to specific decision thresholds and classification costs. Given a classifier's evaluation of a data set, each \((tpr, fpr)\) pair in a ROC graph represents a different decision threshold for one soft classifier, an operational point, and the empirical ROC curve is obtained by connecting the observed pairs in the graph:

Assume two operational points, \( op_1 \) and \( op_2 \), each a classifier or an ensemble of classifiers. It is said that \( op_2 \) is superior to \( op_1 \) (\( op_2 > op_1 \)) if \( fpr_2 < fpr_1 \) and \( tpr_2 > tpr_1 \). Otherwise, if neither \( op_1 \) or \( op_2 \) are superior and they are not inferior to any other operational points, these points represent different \((tpr, fpr)\) tradeoffs and belong to the ROC convex hull. If a ROC curve has \( tpr > fpr \) for all its points, then it is a proper ROC curve. An empirical ROC curve approaches the true ROC curve as the number of \((tpr, fpr)\) pairs on it approaches infinity.

Two different classifiers may be compared in the ROC space using the scalar measure known as the area under the curve (AUC). It measures classifier performance over the entire range of \( fpr \) values. The classifier with the higher AUC is expected to perform better. Both \( tpr \) and \( fpr \) are intra-class measures, so ROC curves are insensitive to class imbalance changes and miss-classification costs. However, some real world problems require the commitment to specific scenarios.

Given an imbalance in class distributions, the Precision-Recall Operating Characteristic (PROC) space [12] (also known as the P-R space) focuses on an inter-class measure, classifier precision = \( TP/(TP + FP) \) (proportion of correct positive predictions against the total positive predictions), which is related to classification accuracy, as well as recall (the same as \( tpr \)). PROC graphs represent classifier performance regarding data imbalance through precision, the proportion of correct positive predictions. Therefore, the same classifier has different PROC curves when evaluated using data with different class imbalance. In contrast, the ROC curves would be equivalent as both \( tpr \) and \( fpr \) are insensitive to class imbalance. Davis and Goadrich discussed [13] the equivalence between dominating operational points in the ROC and PROC spaces, from which they derived a methodology to find the PROC achievable curve (the analogous to the ROC convex hull).

The F-measure (Eq. (1)) is a scalar performance measure is commonly used to characterize the PROC space. It grows when both \( precision \) and \( recall \) increase simultaneously. When \( \beta = 1 \), the \( F_1 \) score is the harmonic mean of precision and recall. It is often used on information retrieval, which faces severe class imbalances, and is based on Rijsbergen's effectiveness measure [38].

\[
F_\beta = \left(1 + \beta^2\right) \times \frac{\text{precision} \times \text{recall}}{\beta^2 \times \text{precision} + \text{recall}}
\]

(1)

2.3. Selection of decision thresholds

Fig. 2a shows a synthetic example that is used throughout the paper. The bi-dimensional data (shown here only in the first dimension) is generated from two spherical Gaussian distributions. \( N_{p+1} \) indicates the positive (minority) class, while \( N_{m-1} \) indicates the negative (majority) class, where \( \mu_p = (0.0) \) and \( \mu_m = (1.5, 1.5) \). These distributions are used to generate data sets with the different class proportions shown in Table 2. Balanced training data \((\text{train})\) is used to train two different linear discriminant classifiers (LDC), \( c_1 \), trained with the absissa sample values, and \( c_2 \), trained with the ordinate sample values. Thus, \( c_1 \) and \( c_2 \) are linear decision boundaries perpendicular to the \( x \) and \( y \) axis, respectively. The three other data sets \((\text{val}, \text{opt} \) and \text{test}) are used with different class imbalance levels through random subsampling, to provide variable levels of class imbalance that range from 1/1 to 1/1000. The opt data is used in Section 3, while the validation data \(\text{val} \) is used as independent data to select an operational point, either a single classifier decision threshold or a classifier Boolean combination [39,40]. Finally, the \text{test} data is used to evaluate classification performance.

Given the soft binary classifier \( c_1 \), a decision threshold \( \gamma \) is selected to define an operational point that provides a performance trade-off regarding positive and negative classes. An operational threshold \( \gamma \) is often selected with independent validation data \((\text{val})\) once the classifier has been designed. The optimal decision boundary for a classifier is selected to minimize the probability of error according to the Bayes theory, which is equivalent to the equal error rate (EER) when the positive and negative classes are balanced. For \( c_1 \), the optimal decision boundaries for both \( \lambda = 1/1 \) and \( \lambda = 1/10 \) \((\pi_2 = 200 \) and \( \pi_1 = 2000 \) correspond to the decision thresholds \( \gamma_1 \) and \( \gamma_2 \), in Fig. 2.

Assume that class imbalance is known. Evaluating the performance of classifier \( c_1 \) produces the ROC and PROC plots in Fig. 2b and c, respectively. Although the ROC curve is insensitive to changes in class proportions, PROC curves demonstrate the impact of class imbalance on classification performance. Moreover,
selecting the optimal decision boundary provides a large variation in the fpr, tpr and precision measures.

For example, in video surveillance applications, an acceptable fpr is set by the human operator, projecting it to an operational point. Thus, the decision threshold is a variable defined by the target fpr and class imbalance. Using data in Table 2, a decision threshold set \( \gamma \) for \( c_1 \) at \( fpr = 5\% \) is selected for each class imbalance level \( \lambda_1 = 1/1 \) and \( \lambda_2 = 1/10 \), such as that \( \gamma = \{\gamma_1, \gamma_2\} \). Regardless of class imbalance, \( c_1 \) provides the same fpr, even though the PROC space indicates decreasing levels of performance as class imbalance increases. Fig. 3a and b details the operational points in the ROC and PROC spaces, which allows a consistent behavior for a video surveillance application. Fig. 3c complements the example by projecting the decision thresholds back onto the underlying distribution space.

Evaluating classification performance on the previously unseen test data with \( \lambda \) varied from 1/1 to 1/1000 provides the results in Table 3. Selecting a fixed threshold \( \gamma \) with balanced val data \( \lambda_1 \) provides actual (test set) fpr values that tend to increase beyond 5% with higher class imbalance levels. On other hand, selecting a decision threshold according to a target imbalance level, using val data matching the testing data \( \lambda \in \{1/10, 1/100, 1/1000\} \), provides fpr values that are closer to the target \( fpr = 5\% \), while improving precision and \( F_1 \) values.

Results suggest that given a target fpr, the automatic selection of a threshold \( \gamma \) is better by using imbalanced validation data that corresponds to the skew of operational data. In this situation, actual (operational) fpr values should be closer to target fpr values, while precision and \( F_1 \) measures are higher. Accounting for class imbalance and the PROC space can lead to better classifier ensembles where fpr values are closer to the target values.

### 2.4. Estimation of class imbalance

In literature, some approaches have been proposed to estimate class imbalance, and these are useful to adapt classifier ensembles. Using operational data to re-estimate classifier parameters is referred to as transductive learning. A direct approach is to use the classifier outputs to estimate class imbalance. This approach relies on the classifier performance, which may be affected by imbalance. Therefore it does not necessarily provide reliable estimations. Yang and Zhou [41] proposed the Online Expectation–Maximization (OEM) algorithm for transductive learning, using classifier posterior probabilities in conjunction with the EM algorithm to iteratively estimate class priors and adapt classifier parameters.

A transfer estimation of class priors is discussed in [42], it extends the OEM algorithm into the Transfer Online Expectation–Maximization (Tr-OEM) algorithm. Transfer learning is a technique

![Fig. 2. A synthetic example — (a) distribution of val data in bi-dimensional space as perceived in the abscissa axis, for both \( \lambda_1 = 1/1 \) and \( \lambda_2 = 1/10 \) class imbalance levels. The optimal decision boundaries for \( \lambda_1 \) and \( \lambda_2 \) are decision thresholds \( \gamma_1 \) and \( \gamma_2 \), respectively. Projection of thresholds onto the ROC (b) and inverted PROC (c) graphs obtained for classifier \( c_1 \). Selecting the optimal decision boundary results in large variations of the observed tpr and fpr values.](image)

![Fig. 3. ROC (a) and inverted PROC (b) graphs comparing decision thresholds obtained with val data on a fixed fpr = 5% at two different levels of class imbalance (1/1 and 1/10). Decision thresholds \( \gamma = \{\gamma_1, \gamma_2\} \) (c) as perceived by \( c_1 \) in the abscissa axis, for both \( \lambda_1 = 1/1 \) and \( \lambda_2 = 1/10 \) class imbalance levels.](image)
from data mining, which uses data from related domains to improve learning when few samples from the target domain are available. They propose using part of the training data, with known labels, to estimate the class priors. For one unknown sample, the approach uses the true label of its known neighbors to calculate the class frequencies, which are used to approximate class priors. For classification problems, two data sets have the same class imbalance when their histograms in the feature space are comparable (i.e., their data distribution is comparable). The approach described in [14] uses the Hellinger distance in the feature space to select, from several labeled data sets with known class imbalances, which has the closest class imbalance to unlabeled operational data.

Assume a set of unlabeled operational data \((\text{uod})\) and several labeled reference data sets \((\text{ld})\), each one characterized by a different level of imbalance. The Hellinger distance \(H(\text{ld}, \text{uod})\) indicates the dissimilarity between data distributions of those two sets using histogram representations of the feature space. The labeled set with the smallest Hellinger distance to \(\text{uod}\) is the one with the closest level of class imbalance. For a given number of features \(f\) in data patterns and bins \(b\) in the histogram, the Hellinger distance is calculated as:

\[
H(\text{ld}, \text{uod}) = \frac{1}{f} \sum_{j=1}^{f} \left( \sum_{t=1}^{b} \left( \frac{1}{\sqrt{\text{ld}[t]}} - \frac{1}{\sqrt{\text{uod}[t]}} \right) \right)^2 \tag{2}
\]

BC techniques combine binary decisions of classifiers, and the resulting Boolean fusion function and thresholds, provide a binary decision. Approaches that rely on posterior probabilities of the classifiers are not suitable to estimate class imbalance. Therefore, using a density-based approach in the feature space (like measure Hellinger distance between data sets), is appropriate to estimate class imbalance for multi-classifier FR systems based on BC.

### 3. Boolean combination of classifiers

Boolean combination (BC) are versatile techniques for threshold-optimized fusion of crisp and soft 1- or 2-class classifiers at the decision level [43,44]. A soft classifier \(c_i\) produces a binary decision when its normalized output score is compared to a threshold \(0 \leq \gamma_i \leq 1\). This decision \(c_{i,y}\), provides a performance trade off between positive and negative classes (for instance, a point in the ROC space). Given a set of decision thresholds \(f\), the BC of two soft classifiers \(c_i\) and \(c_j\) is the fusion of all \(c_{i,y}\) and \(c_{j,y}\), using Boolean operations. Given a classifier \(c_i\), its ROCCH is the ROC curve composed of the vertices \(c\) that maximize the area under the ROC curve (AUC). Each ROCCH vertex is based on decision thresholds for classifiers and a Boolean function, and corresponds to an EoC. Selecting the superior operational points in the decision space (for instance, the ROC convex hull or the ROCCH achievable curve) defines the best performance trade off.

The rest of this section reviews algorithms for BC of soft classifiers in the ROC space, and presents a methodology to select an operational point for a desired \(\text{fpr}\). The relevance of specialized BC techniques for imbalanced data is then illustrated empirically.

#### 3.1. Boolean combination algorithms

The Boolean conjunction (AND) and disjunction (OR) fusion functions were first used in BC techniques to combine crisp detectors that are conditionally-independent in [45]. Tao and Veldhuis proposed a threshold-optimized decision-level fusion technique based on AND and OR functions that is optimal in the Neyman-Pearson sense [44].

Haker et al. [46] used a set of Boolean operators with the conjunction (\(\land\)) and disjunction (\(\lor\)) to combine ROC space vertices of two soft classifiers. This BC technique consists in defining a set of thresholds that are applied to the output scores of two classifiers \(c_1\) and \(c_2\), to obtain combined operational points. The drawback to this approach is that it generates all possible combinations to select the superior operational points — vertices in the ROCCH. By extending the algorithm for more classifiers, the number of combinations explored grows exponentially, as well as memory usage and processing time. Finally, Haker’s approach assume that classifiers \(c_1\) and \(c_2\) are conditionally independent, which is not necessarily true for real-world problems. Khreich et al. [10] proposed the Iterative Boolean Combination (IBC) which uses 10 Boolean functions to combine classifiers in the ROC space. IBC is computationally efficient for several classifiers — instead of generating the entire set of combination points, it incrementally combines classifiers one by one, pruning points in the decision space by selecting only points belonging to the ROCCH each time. Also, the set of Boolean operations used by IBC does not assume that classifiers are conditionally independent.

Section 2.3 has shown the advantage of using data to select a classifier decision threshold that follows the same level of imbalance as seen during operations. BC of classifiers in the decision space should therefore be performed using imbalanced data that corresponds to operational data, allowing to generate better operational points and performing selection and fusion of the most suitable ensembles.

#### 3.2. Selection of operational point

The outcome of a BC technique is a set EoCs, each EoC one corresponding to a vertex of the ROCCH. After performing BC, the next step is to define an operational point for the specific application. A general approach to select an operational point is to choose the EoC in the BC that provides the best trade off between \(\text{tpr}\) and \(\text{fpr}\) values, but for a specific application, the operational point is typically selected for a desired \(\text{fpr}\) value, using validation data. However, it is unlikely that an EoC produced by BC will correspond to the desired \(\text{fpr}\) value.

Scott et al. in [47] proposed a method to interpolate between two consecutive vertices (EoCs) in the ROCCH, \(E_i\) and \(E_j\), to realize an operational point \(E_p\) between the two original EoCs (Fig. 4). To classify input samples, the interpolation method alternates

### Table 3

<table>
<thead>
<tr>
<th>Test set</th>
<th>Balanced validation ((\text{ld} = 1/1))</th>
<th>Imbalanced validation ((\text{ld} = 1/\text{var}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\gamma)</td>
<td>(\text{fpr} (%))</td>
</tr>
<tr>
<td>1/1</td>
<td>0.802</td>
<td>4.90</td>
</tr>
<tr>
<td>1/10</td>
<td>0.802</td>
<td>5.67</td>
</tr>
<tr>
<td>1/100</td>
<td>0.802</td>
<td>5.82</td>
</tr>
<tr>
<td>1/1000</td>
<td>0.802</td>
<td>5.69</td>
</tr>
</tbody>
</table>
between the decisions provided by \( E_i \) and \( E_j \) for each sample. The probability of selecting one of the two vertices is determined by the distance of \( E_i \) to the vertices \( E_j \) and \( E_k \):

\[
P(E_i = E_j) = \frac{fpr_{E_k} - fpr_{E_j}}{fpr_{E_k} - fpr_{E_i}}
\]

(3)

\[
P(E_i = E_k) = 1 - P(E_i = E_j)
\]

(4)

assuming that \( fpr_{E_k} \) is the target \( fpr \) value.

### 3.3. Boolean combination with imbalanced data

Section 2.3 describes the selection of a decision threshold for a single classifier under different levels of class imbalance using the PROC space. This section extends this concept for the selection of an operational point (an EoC) from BCs produced for different levels of class imbalance in the set \( A = \{1/1, 1/10, 1/100, 1/1000\} \). Classifiers \( c_1 \) and \( c_2 \) (see Section 2.3) are combined with IBC [10], using optimization \( \text{opt} \) and an operational point is selected with validation \( \text{val} \) data (Table 2) for each level of class imbalance in \( A \).

The BC optimization data \( \text{opt} \) is used to define the decision thresholds in \( \Gamma \) (with \( |\Gamma| = 100 \), a parameter for IBC) that are used to produce a set of BCs \( E \), where each BC is in turn a set of EoCs (vertices in the ROC/PROC space). Next, operational points \( E_{\text{opt}} \) are selected for each BC in \( E \), using validation data the different class imbalance levels. The ROC and PROC curves for different levels of class imbalance are shown in Fig. 5, with operational points selected for a target \( fpr = 5\% \). As with the selection of a decision threshold for a single classifier, optimizing the BC and selecting an operational point using imbalanced data provides a constant \( fpr \), regardless the different levels of performance indicated in the PROC space.

Performance is evaluated on the \( \text{test} \) data set in two stages. First, a single BC is performed with balanced \( (\lambda^{\text{bal}} = 1/1) \) \( \text{opt} \) data, and an operational point at \( fpr = 5\% \) is selected with balanced \( \text{val} \) data. This BC is evaluated with \( \text{test} \) data at different levels of imbalance in \( A = \{1/1, 1/10, 1/100, 1/1000\} \). In the second stage, the same \( \text{test} \) data is evaluated with BCs performed with \( \text{opt} \) data that is imbalanced following \( \lambda \), and operational points are selected for \( fpr = 5\% \) using \( \text{val} \) data with the class imbalance levels matching those used in \( \text{test} \). Resulting operational points for each class imbalance level in Table 4 are obtained using the method described in Section 3.2. These results confirm trends observed in Section 2.3, that the most suitable operational point changes for different levels of class imbalance for a fixed \( fpr = 5\% \).

EoC performance on the \( \text{test} \) data set is shown in Table 5 for each class imbalance level \( \lambda \in A \). The left side of the table represents performance with a single operational point, produced with balanced BC optimization data \( \text{opt} \) and val, which refers to the first line \( (\lambda = 1/1) \) in Table 4. The right side of this table presents results using imbalanced BC \( \text{val} \) optimization data which follows the same class imbalance as the test \( \text{test} \) data. Operational points produced with imbalanced data are closer to the targeted

### Table 4

<table>
<thead>
<tr>
<th>Skew ( \lambda )</th>
<th>( E_{\text{opt}} )</th>
<th>( E_{\text{val}} )</th>
<th>( P(E_{\text{opt}} - E_{\text{val}}) ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/1</td>
<td>( c_{1,0.607} \land c_{2,0.702} )</td>
<td>( c_{1,0.536} \land c_{2,0.281} )</td>
<td>33.33</td>
</tr>
<tr>
<td>1/10</td>
<td>( c_{1,0.000} \land c_{2,0.903} )</td>
<td>( c_{1,0.000} \land c_{2,0.748} )</td>
<td>85.32</td>
</tr>
<tr>
<td>1/100</td>
<td>( c_{1,0.000} \land c_{2,0.327} )</td>
<td>( c_{1,0.000} \land c_{2,0.317} )</td>
<td>2.70</td>
</tr>
<tr>
<td>1/1000</td>
<td>( c_{1,0.000} \land c_{2,0.688} )</td>
<td>( c_{1,0.000} \land c_{2,0.615} )</td>
<td>36.29</td>
</tr>
</tbody>
</table>

### Table 5

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( E_{\text{opt}} )</th>
<th>( E_{\text{val}} )</th>
<th>( P(E_{\text{opt}} - E_{\text{val}}) ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/1</td>
<td>( c_{1,0.607} \land c_{2,0.702} )</td>
<td>( c_{1,0.536} \land c_{2,0.281} )</td>
<td>33.33</td>
</tr>
<tr>
<td>1/10</td>
<td>( c_{1,0.000} \land c_{2,0.903} )</td>
<td>( c_{1,0.000} \land c_{2,0.748} )</td>
<td>85.32</td>
</tr>
<tr>
<td>1/100</td>
<td>( c_{1,0.000} \land c_{2,0.327} )</td>
<td>( c_{1,0.000} \land c_{2,0.317} )</td>
<td>2.70</td>
</tr>
<tr>
<td>1/1000</td>
<td>( c_{1,0.000} \land c_{2,0.688} )</td>
<td>( c_{1,0.000} \land c_{2,0.615} )</td>
<td>36.29</td>
</tr>
</tbody>
</table>
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tions correspond to operational (test) data, provides a better
imbalanced class distributions.

4. Adaptive skew-sensitive boolean combination

In this section, an adaptive Skew-Sensitive Boolean Combina-
tion (SSBC) technique is proposed for the selection and fusion of
the most accurate ensembles according to the class imbalance ob-
served from input data during operations. It is assumed that sam-
bles of operational data closest to class imbalance level
served from input data during operations. It is assumed that sam-
other results support the idea of adapting BC
the selection and fusion of classifiers) to changing class propor-
tions, although the computational cost of re-calculating the BC
for a specific level of imbalance is high. To alleviate this problem,
the next section proposes a computational efficient approach to
estimated class proportions during operations, and to approximate
BC from an initial set of pre-calculated BCs over several pre-de-
defined class imbalance levels.

<table>
<thead>
<tr>
<th>Skew λ</th>
<th>Balanced validation</th>
<th>Imbalanced validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fpr</td>
<td>Recall (tpr)</td>
</tr>
<tr>
<td>1/1</td>
<td>5.78%</td>
<td>58.82%</td>
</tr>
<tr>
<td>(0.011)</td>
<td>(0.036)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>1/10</td>
<td>5.78%</td>
<td>58.61%</td>
</tr>
<tr>
<td>(0.008)</td>
<td>(0.027)</td>
<td>(0.025)</td>
</tr>
<tr>
<td>1/100</td>
<td>5.88%</td>
<td>58.65%</td>
</tr>
<tr>
<td>(0.007)</td>
<td>(0.034)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>1/1000</td>
<td>5.85%</td>
<td>57.76%</td>
</tr>
<tr>
<td>(0.007)</td>
<td>(0.034)</td>
<td>(0.001)</td>
</tr>
</tbody>
</table>

fpr = 5% on the test data set, and the scalar precision and F1
values are consistently higher.

Using imbalanced val data for BC of classifiers, where class pro-
portions correspond to operational (test) data, provides a better
choice of operational point and a higher level of performance for
a fixed fpr value. These results support the idea of adapting BC
(based on the new skew-sensitive BC (SSBC) technique de-
generated BCs, instead of storing BC for every class imbalance level in \( A \). This set \( A_{BC} \)
contains evenly distributed class imbalance levels from \( A \), between \( \lambda_{bal} \) and \( \lambda_{max} \).

If the estimate \( \lambda' \) matches a class imbalance level in \( A_{BC} \)
(set of pre-optimized BCs \( E_{\lambda'} \)) then the EoC \( E_{\lambda'} \) \( \in E \) is directly
lected for operations. However, when \( \lambda' \) is not in \( A_{BC} \) (i.e., no BC is
optimized for \( \lambda' \), there are two class imbalance levels \( \lambda' \) and \( \lambda_i \)
in \( A_{BC} \) that are adjacent to \( \lambda' \) (\( \lambda < \lambda' < \lambda'' \)).

Both BCs \( E_{\lambda} \) and \( E_{\lambda_i} \) have vertices in the PROC space that are
close to the unknown \( E_{\lambda'} \). In this situation, an approximation can
be obtained from the combination of vertices in \( E_{\lambda} \) and \( E_{\lambda_i} \). Once
combined, the vertices (EoCs) have their performance (fpr and
fpr) evaluated with imbalanced reference data matching \( \lambda' \) and
the superior points (the ROCCH) are selected as \( E \) for operation.

4.1. Proposed architecture

Fig. 6 presents the block diagram of an adaptive classification
system based on the new skew-sensitive BC (SSBC) technique de-
scribed above. It allows for adaptive selection ensembles of binary
classifiers, based on its estimation of class imbalance. Assume for
example a stream of facial regions of interest captured within
video frames by some FR system. Facial regions are transformed by
feature extraction and selection to patterns for classification, and

Fig. 6. Architecture that adapts a BC of classifiers to imbalanced class distributions.
also accumulated over time into feature histograms ($\text{opd}$) used to estimate $\lambda'$, the closest level in a set $\mathcal{A}$ of known class imbalance levels. Since this estimate may change over time, and BC is a computationally intensive task, the SSBC technique is proposed to cost-effectively adapt ensembles of classifiers. BCs are approximated from adjacent levels of class imbalance $\lambda'$ and $\lambda''$ using validation data following $\lambda'$, the level of class imbalance estimated from the operational data. The approach can approximate the BC up to a maximum $\lambda_{\text{max}}$ class imbalance level.

The approach uses a set of known levels of class imbalance, $\mathcal{A} = \{\lambda_{\text{bal}} = 1/1, \ldots, \lambda_{\text{max}}\}$, to which the system can adapt, and a subset $\mathcal{A}_{\text{bal}} \subseteq \mathcal{A}$ that is selected to optimize an initial set of BCs $\mathcal{E}$. The set $\mathcal{A}_{\text{bal}}$ contains evenly distributed intermediate class imbalance levels between $\lambda_{\text{bal}}$ and $\lambda_{\text{max}}$ inclusively. The SSBC approach uses $\mathcal{OPT}$ and $\mathcal{VAL}$ data sets that follow the levels of class imbalance in $\mathcal{A}$. Data sets in $\mathcal{OPT}$ and $\mathcal{VAL}$ are generated from imbalanced reference data that follows $\lambda_{\text{bal}}$ through random under sampling. The target minority class is held fixed, while those from the non-target class are grown through random sub-sampling. This process generates different data sets with levels of class imbalance from $\lambda_{\text{bal}} = 1/1$ to $\lambda_{\text{max}}$, as defined in $\mathcal{A}$.

Once a pool of binary classifiers $\mathcal{C} = \{c_1, \ldots, c_{\mathcal{C}}\}$ is generated using balanced data, ensemble selection and fusion is performed using the Iterative Boolean Combination (IBC) techniques [10]. BC of pool $\mathcal{C}$ is performed during the design phase using the levels of imbalance in $\mathcal{A}_{\text{bal}}$ (see Algorithm 2). Each BC in $\mathcal{E}$ is optimized for corresponding class imbalance level in $\mathcal{A}_{\text{bal}}$, with data matching the same class imbalance in $\mathcal{OPT}$ and using $t$ decision threshold. Once BC is performed, the approach assumes that data is balanced and operates at $\lambda_{\text{bal}} = \lambda_{\text{bal}} = 1/1$. An operational point $\mathcal{op}$ for a target $\mathcal{val}$ from $\mathcal{E}_{\mathcal{opt}}$ is selected using the data set $\mathcal{val}$.

During system operation, the feature histogram of operational data is accumulated over time to periodically estimate the closest level of class imbalance $\lambda' \in \mathcal{A}$ (see Algorithm 1). The $\mathcal{opd}$ feature histogram is compared to data sets in $\mathcal{OPT}$ (each following a class imbalance defined in $\mathcal{A}$) using the Hellinger distance. The class imbalance level associated to the data set in $\mathcal{OPT}$ with lowest Hellinger distance to $\mathcal{opd}$ corresponds to $\lambda'$, the closest class imbalance estimate in $\mathcal{OPT}$.

Once the closest class imbalance level $\lambda'$ is estimated from the levels available in $\mathcal{A}$, the BC is approximated using Algorithm 3. This algorithm takes the class imbalance level $\lambda'$ and determines if there is a BC already available in $\mathcal{E}$, or if it must be approximated from two adjacent BCs in $\mathcal{E}$ (Algorithm 2). The approximation combines the vertices (EOCs) of two BCs, optimized for adjacent class imbalance levels, and select the superior points (the ROCCH) using optimization data $\mathcal{opt}_{\mathcal{max}}$. Once the BC $\mathcal{E}_{\mathcal{opt}}$ is selected (directly or through optimization), an updated operational point $\mathcal{op}$ is selected with $\mathcal{val}_{\mathcal{opt}} \in \mathcal{VAL}$ and used to update the Boolean fusion function that provides the final decision.

Assuming an ensemble-based classification system that already uses a pool of diverse classifiers $\mathcal{C}$, the overhead of the SSBC in memory is as follows. Reference data (OPT and VAL) required to adapt the system is directly related to the cardinality of $\mathcal{A}$. The larger $|\mathcal{A}|$, the more memory is required to store reference data for each class imbalance level. Similarly, the cardinality of $\mathcal{A}_{\text{bal}}$ defines the number of BCs in $\mathcal{E}$ (decision thresholds and Boolean functions between classifiers). Finally, the accumulated histogram of operational data size is defined by the number of features extracted and the bins required for the histogram. The most important memory footprint is related to storage of reference data and designing $\mathcal{A}$. However, the accuracy of approximations is directly related to the number of pre-optimized BCs.

The remainder of this section details the proposed method to approximate BC to new class imbalance levels, followed by the approach to estimate the closest class imbalance level in $\mathcal{A}$ from unlabeled operational data. Finally, a proof of concept experiment is performed to illustrate the potential effectiveness of SSBC in adapting BC to changes in class imbalance.

### 4.2. Estimation of the closest class imbalance level $\lambda'$

Section 2.4 introduced the Hellinger distance $H$ in Eq. (ref:eqlvalopd) which was used by [14] to estimate the closest class imbalance level based on known imbalanced data. Assume the set $\mathcal{A}$ of class imbalance levels and the set of data sets $\mathcal{OPT}$, where each data set in $\mathcal{OPT}$ follows one different class imbalance level in $\mathcal{A}$. Algorithm 1 details the process to estimate $\lambda'$, the class imbalance level in $\mathcal{A}$ which has the closest class proportions to unlabeled operational data $\mathcal{opd}$.

The algorithm first calculates the Hellinger distance between the features histogram $\mathcal{opd}$ and all data sets in $\mathcal{OPT}$ (each data set following a class imbalance level in $\mathcal{A}$). The labeled data set in $\mathcal{OPT}$ with the smallest Hellinger distance to $\lambda'$, the class imbalance level in $\mathcal{A}$ which is closest to the unknown class imbalance level associated to operational data. Given $L$, the positive class samples in the reference data $\mathcal{opd}$ (fixed, regardless of class imbalance), the bin number $b$ used to calculate the Hellinger distance is $b = \sqrt{|L|}$.

#### Algorithm 1. Estimation of the closest level of class imbalance $\lambda'$ from a set of data sets $\mathcal{OPT}$and unlabeled operational data $\mathcal{opd}$.

**Data:** Data set $\mathcal{OPT}$, operational data features histogram $\mathcal{opd}$ and $b$ bins

**Result:** Estimation of the closest class imbalance level $\lambda'$ from $\mathcal{OPT}$

- $\min = \infty$
- $\hat{\lambda}' = 0$
  
  **for allopt $\in$ OPT do**
  - $\hat{H} = H(\mathcal{opt}, \mathcal{opd}, b)$
  - **if** $\hat{H} < \min$
    - $\min = \hat{H}$
    - Set $\hat{\lambda}'$ to class imbalance level of $\mathcal{opt}$
  **end**

### 4.3. Approximating BCs to new class imbalances

Given the known set of class imbalance levels $\mathcal{A}$, the set of BCs $\mathcal{E}$ created with Algorithm 2, and assuming $\lambda''$, the level of class imbalance estimated from operational data of class imbalance levels in $\mathcal{A}$. The procedure to approximate BCs to the class imbalance level $\lambda''$ is indicated in Algorithm 3 and graphically represented in Fig. 7, where the approximated BC is indicated by the dashed line in Fig. 7b.

#### Algorithm 2. Initial BC design for the SSBC technique described in Algorithm 3.

**Data:** Pool of classifiers $\mathcal{C}$, maximum number of decisions thresholds $t$, data sets $\mathcal{OPT}$ and $\mathcal{VAL}$ and the target $\mathcal{fpr}$

**Result:** Set of BCs $\mathcal{E}$ and the initial operational point $\mathcal{op}$ (an EOC) for $\lambda_{\text{bal}} = 1/1$.

- $\mathcal{E} = \{\mathcal{BC}(C, t, \mathcal{opt})\}$
  
  **for all opt $\in$ OPT with a level of class imbalance in $\mathcal{A}_{\text{bal}}$ do**
  - $\mathcal{E} = \mathcal{E} \cup \{\mathcal{IBC}(C, t, \mathcal{opt})\}$
  **end**

- Select $E_{\mathcal{opt}} \in \mathcal{E}$ for $\lambda_{\text{bal}} = 1/1$;
- Select $\mathcal{op} \in E_{\mathcal{opt}}$ for the target $\mathcal{fpr}$ with $\mathcal{val}_{\mathcal{opt}} \in \mathcal{VAL}$

### Algorithm 3. Approximation of BC to new class imbalance levels.

- $\mathcal{A}_{\text{bal}}$ is selected using the data set $\mathcal{OPT}$, defines the number of BCs in $\mathcal{E}$ (decision thresholds and Boolean functions between classifiers).
- The approximation combines the vertices (EOCs) of two BCs, optimized for adjacent class imbalance levels, and select the superior points (the ROCCH) using optimization data $\mathcal{opt}_{\mathcal{max}}$. Once the BC $\mathcal{E}_{\mathcal{opt}}$ is selected (directly or through optimization), an updated operational point $\mathcal{op}$ is selected with $\mathcal{val}_{\mathcal{opt}} \in \mathcal{VAL}$ and used to update the Boolean fusion function that provides the final decision.

Assuming an ensemble-based classification system that already uses a pool of diverse classifiers $\mathcal{C}$, the overhead of the SSBC in memory is as follows. Reference data (OPT and VAL) required to adapt the system is directly related to the cardinality of $\mathcal{A}$. The larger $|\mathcal{A}|$, the more memory is required to store reference data for each class imbalance level. Similarly, the cardinality of $\mathcal{A}_{\text{bal}}$ defines the number of BCs in $\mathcal{E}$ (decision thresholds and Boolean functions between classifiers). Finally, the accumulated histogram of operational data size is defined by the number of features extracted and the bins required for the histogram. The most important memory footprint is related to storage of reference data and designing $\mathcal{A}$. However, the accuracy of approximations is directly related to the number of pre-optimized BCs.

The remainder of this section details the proposed method to approximate BC to new class imbalance levels, followed by the approach to estimate the closest class imbalance level in $\mathcal{A}$ from unlabeled operational data. Finally, a proof of concept experiment is performed to illustrate the potential effectiveness of SSBC in adapting BC to changes in class imbalance.
When $\lambda^* \in A_{BC}$, the BC $E^*$ is selected directly from $E$. Otherwise, the BC is estimated as follows. First, the adjacent class imbalance levels $\lambda^1, \lambda^2 \in A_{BC}$ are determined. Next, the opt* data set is selected from OPT, following the same class imbalance level as $\lambda^*$. Then EoCs (vertices in the ROCCH) in both $E_i$ and $E_j$ are combined, and only the points projected in the ROCCH with the opt* data set are kept in $E^*$. Finally, an operational point is selected for the target fpr using val*, validation data that in VAL follows the level of class imbalance $\lambda^*$. 

**Algorithm 3.** SSBC technique for adapting BC for a new $\lambda^*$ class imbalance level.

**Data:** set of BCs $E$, set of class imbalance levels $A_{BC}$, data sets OPT and VAL, the estimated class imbalance $\lambda^* \in A$ and the target fpr.

**Result:** Operational point $op$ for the target fpr.

1. $E' = \emptyset$
2. If $\lambda^* \in A_{BC}$ then $E' = E_\lambda$
3. Else
   - Select $\lambda^1, \lambda^2 \in A_{BC}$, such that $\lambda^1 < \lambda^* < \lambda^2$
   - Select opt* $\in$ OPT, following $\lambda^*$
   - $E' = ROCCH(E_\lambda \cup E_\lambda$, opt*)
4. Select val* $\in$ VAL, following $\lambda^*$
5. Select op $\in E'$ for the target fpr with val*

To verify the proposed approach to approximate BC to new levels of class imbalance, an extension to the experiment in Section 3.3 is performed in 10 replications, with $A_{BC} = \{1/1, 1/10, 1/100, 1/1000\}$ and $A = \{1/1, 1/5, 1/10, 1/55, 1/100, 1/550, 1/1000\}$. This experiment verifies the approximation of BCs to class imbalance levels $\lambda^* = 1/5, 1/55$ and $\lambda^* = 1/550$ (all intermediate values of levels in $A_{BC}$). For comparison purposes, the actual BC for these skew levels are also calculated.

**Table 6** shows mean and standard deviation values over the 10 trials for different performance metrics. The left side of the table shows values obtained with the full BC optimization for $\lambda^*$ and a target fpr $= 5\%$, while the right side does the same for the SSBC technique to approximate BC to $\lambda^*$. Values obtained with both approaches are equivalent and no significant difference is observed for the selected operational point. Thus, the SSBC technique to approximate BCs to a new class imbalance $\lambda^*$ can replace the costly full BC during operations.

**Algorithm 3** is computationally more efficient than full BC to new class imbalance levels $\lambda^*$. For 2 classifiers and $t$ decision thresholds, the worst case time complexity for IBC is $O(t^2)$. For the simulations in this paper ($t = 100$), about 20,000 EoC evaluations were required with IBC. The approximation strategy in Algorithm 3 requires $O(|E_i| + |E_j|)$ in the worst case. In simulations, there was a significant reduction to about 1% of the original computational effort. Memory requirement is also considerably smaller with Algorithm 3, requiring $O(|E_i| + |E_j|)$ vertices stored in memory in the worst case, against $O(t^2)$ for IBC.

**4.4. Validation with synthetic data**

To validate the proposed SSBC technique, a final experiment with synthetic data is performed with $c_1$ and $c_2$ (see Section 2.3). Parameters for this experiment are as follows: $A = \{1/1, 1/10, 1/100, 1/1000\}$, $A_{BC} = \{1/1, 1/10, 1/100, 1/500, 1/1000\}$ and $A_{opt} = 1/1$. Data is divided in 6 ordered data blocks with 400 positive samples each, and class imbalance levels as follows: $1/30, 1/300, 1/600, 1/960, 1/400$ and 1/120. For instance, the first block has 400 positive samples and 12,000 negative samples.

To simulate a stream of unknown samples over time, samples are presented to the system in a random order. The closest class imbalance level in $A_{BC}$ is estimated in the sample interval containing the last 400 samples, at each 200 positive samples interval. The simulation is replicated 10 times to better evaluate performance and is compared to the traditional static approach of one BC optimized with balanced validation and selection data obtained through random under sampling (see Fig. 8).

Estimation of class imbalance using Algorithm 1 produces approximations over time as indicated in Fig. 9 for one random replication. The closest class imbalance level in $A$ is presented as a square shaped curve, owing to the estimation in regular intervals (at each 200 positive samples). Algorithm 1 provides a proper, yet not ideal estimation of class imbalance level using the Hellinger distance, which is limited by the class imbalance levels in $A$. However, increasing the set $A$ will consume more memory for $E$, OPT and VAL.

Considering the average performance for each data chunk in Table 7, we observe that the proposed adaptive SSBC technique outperforms the traditional static approach. The fpr values after
the second data block \((b = 2)\) with the adaptive approach are closer to the target 5%. Performance metrics are also superior with the adaptive approach, as indicated by the \(F_1\), precision and accuracy values. It is also worth noting that \(tpr\) values are comparable on both approaches, however, the SSBC provided better \(fpr\) rates, which explain the better performance with other metrics.

5. Experimental validation – face recognition in video surveillance

To validate the proposed SSBC approach, this section presents the methodology and results for experiments with a real-world FR problem. Person re-identification from faces captured in surveillance videos involves detecting individuals of interest that have previously been captured and archived with other video sequences [3,4].

5.1. System for FR in video surveillance

In this scenario, a single IP surveillance camera continuously feeds video frames to a FR system as in Fig. 10. First, the face detection isolates the facial regions of interest (ROIs) in successive frames. Then, the feature extraction module extracts specific characteristics for parallel tracking and recognition streams. Feature extraction, produces the feature vectors \(a\) for tracking, and \(b\) for recognition. The face tracking is typically initialized when a different ROI is detected far from others. Tracking follows the position or expression of faces across video frames, whereas the classification function compares the feature patterns to the face models of individuals enrolled to the system. Once a ROI is positively matched against a facial model in the database, the system has potentially detected an individual of interest in video feeds. For robust spatio-temporal FR, the face tracker allows to regroup facial captures for different people, and accumulate the recognition scores according to facial trajectories.

Feature extraction for the recognition stream transforms the ROIs to obtain 32 discriminant features. Initially, pixel intensity...
and multi-block local binary pattern (MBLBP) features are concatenated, and the 32 most relevant \( r \) features are selected through principal component analysis (PCA). Features of unseen faces are then projected against the PCA hyperplanes before classification, and are compared against facial models of target individuals in the classification module to provide a classification score or label. The CAMSHIFT algorithm \[48\] is used for face tracking according to HSV color histogram features.

Several specialized architectures have been proposed for FR in video surveillance \[5\]. For instance, the open-set Transduction Confidence Machine-kNN (TCM-kNN) algorithm \[6\] modifies the traditional kNN, using transduction to calculate a measure of strangeness between target and non-target samples and to provide a reject option for unknown individuals. Ekenel et al. \[7\] combine a \( k \)-Nearest Neighbor and Gaussian Mixture Modeling with three different metrics to estimate the contribution of individual frames to the overall decision. Kamgar-Parsi et al. \[8\] proposed a morphing approach to generate new synthetic reference data and improve the separability of target and non-target classes.

Since individuals of interest must be detected, systems for FR in video surveillance have effectively been modeled in terms of independent user-specific detection problems, each one implemented using one or more binary (1- or 2-class) classifiers \[5\]. This modular approach was employed in \[9\], with user-specific support vector machine classifiers, and in \[5\] with user-specific ensembles of 2-class ARTMAP neural network classifiers and with responses combined through BC. In this context, the use of a binary ensemble of classifiers per person to improve performance is justified by the limited amount of positive class data for classifier design, and by the uncertainty of facial models with respect to the complexity of real-world video scenes \[5\].

In this paper, the proposed SSBC approach is evaluated for the adaptation of user-specific ensembles to an imbalanced input data stream in face re-identification applications. Each individual is modeled as an ensemble of 2-class classifiers \[5\]. Ensembles of classifiers are co-jointly trained using a PSO-based training strategy. It allows for the generation of a diversified pool of ARTMAP neural networks, and trained detectors are then selected and combined in the ROC space using BC. The approach is compared to a static BC obtained with IBC and where imbalanced data is processed using random under-sampling (RUS) of the negative class.

### 5.2. FIA video data

Video data for this experiment is extracted from the Carnegie Mellon University – Face in Action (FIA) database \[15\]. This database contains 20 s video sequences for 244 unique individuals simulating a passport checking scenario, captured at a 640 \( \times \) 480 pixels resolution at a 30 Hz frame rate. Data is captured over three different capture sessions, each separated by a three months interval.

The capture setup used three camera pairs, with two focal lengths, 2.8 mm (normal) and 4.8 mm (zoomed). Each pair is positioned at different horizontal positions (frontal, left and right).

### Table 7

Average performance measures for the BC with random under sampling (RUS) and the proposed SSBC for the six data blocks (\( b = 1 \) to \( b = 6 \)). The standard deviation is detailed between parenthesis.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Measure</th>
<th>( b = 1 )</th>
<th>( b = 2 )</th>
<th>( b = 3 )</th>
<th>( b = 4 )</th>
<th>( b = 5 )</th>
<th>( b = 6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC w/RUS</td>
<td>( fpr )</td>
<td>5.84% (0.878)</td>
<td>5.85% (0.745)</td>
<td>5.85% (0.701)</td>
<td>5.84% (0.717)</td>
<td>5.84% (0.723)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( tpr )</td>
<td>58.08% (4.861)</td>
<td>57.50% (3.262)</td>
<td>59.08% (3.604)</td>
<td>58.33% (3.518)</td>
<td>58.05% (3.436)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( F_1 )</td>
<td>0.350 (0.005)</td>
<td>0.060 (0.003)</td>
<td>0.032 (0.002)</td>
<td>0.021 (0.004)</td>
<td>0.135 (0.009)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>acc</td>
<td>93.00% (0.731)</td>
<td>94.03% (0.696)</td>
<td>94.09% (0.716)</td>
<td>94.12% (0.711)</td>
<td>93.84% (0.698)</td>
<td></td>
</tr>
<tr>
<td>SSBC</td>
<td>( fpr )</td>
<td>5.84% (0.878)</td>
<td>4.92% (0.107)</td>
<td>5.01% (0.073)</td>
<td>5.01% (0.042)</td>
<td>4.98% (0.071)</td>
<td>5.01% (0.073)</td>
</tr>
<tr>
<td></td>
<td>( tpr )</td>
<td>58.06% (2.256)</td>
<td>56.48% (4.841)</td>
<td>57.77% (3.520)</td>
<td>57.67% (2.472)</td>
<td>57.42% (2.787)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( F_1 )</td>
<td>0.350 (0.003)</td>
<td>0.069 (0.003)</td>
<td>0.037 (0.001)</td>
<td>0.023 (0.007)</td>
<td>0.153 (0.005)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>acc</td>
<td>93.00% (0.107)</td>
<td>94.95% (0.073)</td>
<td>94.93% (0.041)</td>
<td>94.55% (0.072)</td>
<td>94.68% (0.073)</td>
<td></td>
</tr>
</tbody>
</table>
Thus, each individual is captured from six different views, as shown in Fig. 11. This experiment uses the frontal camera with both focal lengths on all three sessions as the video stream from the single IP camera in Fig. 10.

The initial enrollment process considers a watch list with 10 individuals of interest selected in the database (labeled as person 2, 58, 72, 92, 147, 151, 176, 188, 190 and 209) and depicted in Fig. 12. Each individual is the positive or target class for one detector module (EoC) as described in [5]. The expected class imbalance level is $k = \frac{1}{243}$, although the actual value depends on the number of facial regions extracted per video sequence.

To improve classifier discrimination of each individual detector module, we use an Universal Background Model (UBM) [50] is built using negative reference samples. Besides the UBM, a cohort model (CM) of the other target individuals is also used to provide negative samples and improve separation between target individuals in the watch list. Individuals in the data base are split in two for training and test. For each individual in the watch list, 100 negative class individuals are selected for training (from UBM and CM [50]), and other 100 negative class individuals are selected for testing, with maximum class imbalance $k_{\text{max}} = 1/100$.

5.3. Experimental protocol

Experiments with the FIA video data follows the diagram shown in Fig. 13. It represents the operation for one target individual (thus, this is replicated 10 times, one for each target individual). Initially, a pool of diversified classifiers $C$ is generated from training data using a DPSO training strategy to co-jointly optimize all parameters of a PFAM neural network [16] with seven sub-swarms. Training and validation subsets are selected to generate the initial pool of PFAM neural network classifiers. At the end of the optimization process, the local best classifier from each DPSO sub-swarm is selected for the initial pool of diversified classifiers.
A total of 120 facial samples and validation data is used to stop the number of training is estimated every \( k \), while \( b \) are balanced through random approximation to \( \frac{80}{80} \) and \( \frac{100}{100} \) are selected EoC levels of class imbalance sequence: 1 \( \frac{1}{100} \). These four parts of the original database have their video sequences split in two equal parts of 10 s, to produce 8 blocks of video data with one target individual per individual are randomly selected from both focal distances to build a system design data set \( \mathcal{D} \) with \( \lambda = 1/100 \). The \( \mathcal{D} \) data set is divided in 6 folds, each fold with \( \lambda^{\text{max}} = 1/100 \). For system operation, frontal video sequences from FIA in sessions 2 and 3 are used with both focal distances to build the test data set. Each 20 s original video sequence is split in two 10 s video sequence, providing 8 different video sequences for each individual. Each test video sequence is used only once in one time interval of this experiment.

Training data folds in \( \mathcal{D} \) are split in six folds as follows. The \( \mathcal{D}_1 \) uses 2 folds, with a total of 40 positive samples. Each of the remainder data sets uses one fold, each with 20 positive samples. The \( \mathcal{D}_V \) validation data is used to stop the number of training epochs and avoid over-fitting, whereas \( \mathcal{D}_T \) is the validation data to evaluate the fitness function of the DPSO learning strategy. The negative data in sets \( \mathcal{D}_V \) and \( \mathcal{D}_T \) are balanced through random undersampling for classifier training. The data set \( \mathcal{D}_T \) is used to generate the set of data sets \( \text{OPT} \) following \( \mathcal{A}_C \), while \( \mathcal{D}_V \) is used to create \( \text{OPT} \). Each fold has 2000 negative samples from the cohort and universal background models, providing class imbalance levels up to \( \lambda = 1/100 \).

To compare the proposed SSBC, two undersampling BC approaches are evaluated. The first uses random undersampling (RUS) to balance the data used to optimize the BC (OPT) and select the operational point (VAL), while the second uses the one-sided selection (OSS) rule. The pool of classifier \( C \) is generated as with the proposed adaptive approach, however, only one BC is optimized to select a single operational point for the entire simulation.

During operation, test data is streamed over time and is evaluated by the system. This data is accumulated by the adaptive BC approach, to estimate the closest class imbalance level in \( \mathcal{A}_C \) at every 15 min, over the last 30 min data. To define the closest class proportions, \( b = \sqrt{L} \) = 4 bins per feature are used, where \( L = 20 \) is the positive class cardinality of the labeled reference data.

The system is evaluated regarding three different analysis types. Transactional analysis considers only matching performance, based on traditional metrics: tpr (recall), fpr (precision) and F_t. Time based analysis evaluates overall performance over time, imbalance level is known only after extracting the facial regions. The simulation evaluates the system for a total of 4 h of operations.

The experiment assumes a maximum class imbalance level to adapt \( \lambda^{\text{max}} = 1/100 \). Class imbalance changes in tests are achieved by randomly removing individuals from each 30 min block. For operation, the experiment uses \( A = \{1/1, 10/1, 20/1, 30/1, 20/1, 30/100\} \). \( A_C = \{1/1, 10/1, 50/1, 100/1\} \), target fpr \( \lambda^{\text{opt}} = 1\% \) and \( \lambda^{\text{max}} = 1/100 \). The class imbalance level closest to the known levels in \( \mathcal{A}_C \) is estimated every \( t_u = 15 \) minutes, over the last 30 min interval. The experiments are replicated 10 times using 2 x 6-fold cross-validation to generate training data. After replication five, the 6 folds are randomly regenerated for the next five replications.

FIA Face images from video sequences in session one, captured with both the 2.8 mm and 4.8 mm frontal cameras, are used to generate the pool of diversifier classifiers \( C \) and define the BCs for the initial class imbalances in \( \mathcal{A}_C \). A total of 120 facial samples per individual are randomly selected from both focal distances to build a system design data set \( \mathcal{D} \) with \( \lambda = 1/100 \). The \( \mathcal{D} \) data set is divided in 6 folds, each fold with \( \lambda^{\text{max}} = 1/100 \). For system operation, frontal video sequences from FIA in sessions 2 and 3 are used with both focal distances to build the test data set. Each 20 s original video sequence is split in two 10 s video sequence, providing 8 different video sequences for each individual. Each test video sequence is used only once in one time interval of this experiment.

Training data folds in \( \mathcal{D} \) are split in six folds as follows. The \( \mathcal{D}_1 \) uses 2 folds, with a total of 40 positive samples. Each of the remainder data sets uses one fold, each with 20 positive samples. The \( \mathcal{D}_V \) validation data is used to stop the number of training epochs and avoid over-fitting, whereas \( \mathcal{D}_T \) is the validation data to evaluate the fitness function of the DPSO learning strategy. The negative data in sets \( \mathcal{D}_V \) and \( \mathcal{D}_T \) are balanced through random undersampling for classifier training. The data set \( \mathcal{D}_T \) is used to generate the set of data sets \( \text{OPT} \) following \( \mathcal{A}_C \), while \( \mathcal{D}_V \) is used to create \( \text{OPT} \). Each fold has 2000 negative samples from the cohort and universal background models, providing class imbalance levels up to \( \lambda = 1/100 \).

To compare the proposed SSBC, two undersampling BC approaches are evaluated. The first uses random undersampling (RUS) to balance the data used to optimize the BC (OPT) and select the operational point (VAL), while the second uses the one-sided selection (OSS) rule. The pool of classifier \( C \) is generated as with the proposed adaptive approach, however, only one BC is optimized to select a single operational point for the entire simulation.

During operation, test data is streamed over time and is evaluated by the system. This data is accumulated by the adaptive BC approach, to estimate the closest class imbalance level in \( \mathcal{A}_C \) at every 15 min, over the last 30 min data. To define the closest class proportions, \( b = \sqrt{L} \) = 4 bins per feature are used, where \( L = 20 \) is the positive class cardinality of the labeled reference data.

The system is evaluated regarding three different analysis types. Transactional analysis considers only matching performance, based on traditional metrics: tpr (recall), fpr (precision) and F_t. Time based analysis evaluates overall performance over time,
and uses the accumulation strategy that relies on a face tracker. Individuals are identified only after accumulating a minimum number of positive detections over a face track, i.e., after surpassing a decision threshold $tdet = 8$ detections in the video stream over 30 consecutive frames (1 s).

Finally, subject based analysis investigates the system performance for each unique individual, using the Doddington’s Zoo taxonomy [18,19]. Doddington’s Zoo analysis categorizes individuals in one of the following four categories: (1) sheeps, easy to identify individuals (positive or negative class), (2) goats, positive class individuals that are difficult to identify, (3) wolves, negative class individuals that impersonate one or more positive class individuals or (4) lambs, positive class individuals that are easy to impersonate.

The traditional way to define the system users likeliness in a Doddington zoo’s category is through the classifier output scores for all tested samples [19]. However, BC techniques provide crisp decisions and the confusion matrix of individual accumulated decisions is used to categorize individuals according to Table 8. This approach is based on the technique used in [6], and considers the $fpr$ and the false rejection rate ($frr$, the percentage of positive individual rejections) for one individual detector module. The $frr$ and $fpr$ decision thresholds were selected to provide a more conservative categorization.

### 5.4. Results and discussion

Table 9 details the mean transactional performance for the compared approaches, as well as standard deviation values (between parenthesis). At time $t = 1$, both the random under sampling static approach and the proposed adaptive approach uses the same EoC, optimized for balanced data. The BC with OSS based approach uses different under-sampled data. After time $t = 2$ the SSBC approach uses data in the last 30 min to estimate the class imbalance and approximate a new BC of classifiers. The SSBC technique selects an operational point closer to the target $fpr = 1\%$, with smaller standard deviation values. On the other hand, the BC with RUS approach selects an operational point with higher $fpr$ values, while the BC with OSS approach provides lower $fpr$ values, at the expense of low positive class performance. This is a problem for detecting target individuals, as demonstrated later in Table 12. Surveillance applications are challenged by severe skewed data. The proposed SSBC technique reduces the number of false positive detections and keeps high positive performance, thereby providing better support for a human operator.

The SSBC technique relies on the Hellinger distance based estimation of class imbalance level to the closest level in $A_{bc}$. Fig. 14 details the estimated values for one of the replicates. The bold line is the estimated class imbalance level from the labeled OPT data sets and unlabeled test data. The other curve indicates the actual class imbalance level perceived in the test data.
Time analysis is performed based over positive individual detections, using a CAMSHIFT face tracker to accumulate decisions over time to provide a more reliable decision. Once a face is found in the video sequence, its location is used to initialize a tracker that follows the face until it leaves the scene. Every time a face is found in the same area followed by the tracker, the individual detection is accumulated over a sliding window of 30 frames. When the accumulated positive detections reach the threshold \( t_{det} = 8 \), a decision is made and the target individual is identified.

Fig. 15 compares the accumulation process of SSBC and BC with RUS approaches. The blue line is the accumulation for a target individual in the watch list, while the red lines are the typical accumulation of a non-target individual (outside the watch list). The black horizontal dashed line is the detection threshold \( t_{det} \). Accumulating decisions over time allows better decisions, as incorrect positive detections do not represent identity decisions. Performance wise, the proposed SSBC approach (dashed lines) perform better, generating ensembles that are more resistant to false positive detections.

In the example, one individual outside the watch list is identified incorrectly when using the BC with RUS approach. This situation is not repeated with SSBC, that provides a \( \text{fpr} \) value close to the target 1% and accumulates positive decisions slower than the EoC with RUS approach.

Tables 10–12 details the time analysis based individual detection confusion matrix for the SSBC, BC with RUS and BC with OSS approaches. The main diagonal (bold numbers) represents the identification performance of individuals targeted in the watch list. Performance is measured as the proportions of detections over all appearances in the video sequences (not individual frames). For target individuals (main diagonal) a higher value is expected, while for non-target individuals the system must provide a lower value.

The SSBC provides the best performance trade off between high performance on target individuals and resistance to false negatives on non-targets, which is related to the higher \( F_1 \) scores obtained in Table 9. The random under sampling BC improves the positive class performance, but at the expense of a decrease on the non-target

<table>
<thead>
<tr>
<th>Indiv.</th>
<th>MOD2 (%)</th>
<th>MOD3a (%)</th>
<th>MOD2a (%)</th>
<th>MOD2r (%)</th>
<th>MOD2rt (%)</th>
<th>MOD3a (%)</th>
<th>MOD3r (%)</th>
<th>MOD1a (%)</th>
<th>MOD1r (%)</th>
<th>MOD1b (%)</th>
<th>MOD2a (%)</th>
<th>MOD2r (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>60.42</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>58</td>
<td>1.04</td>
<td>59.90</td>
<td>0.52</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>72</td>
<td>0.00</td>
<td>0.00</td>
<td>59.38</td>
<td>0.00</td>
<td>3.12</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.04</td>
<td>2.60</td>
<td>0.00</td>
<td>34.90</td>
</tr>
<tr>
<td>92</td>
<td>4.69</td>
<td>2.60</td>
<td>0.00</td>
<td>68.75</td>
<td>10.42</td>
<td>4.69</td>
<td>0.00</td>
<td>1.56</td>
<td>4.17</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>147</td>
<td>0.00</td>
<td>0.00</td>
<td>2.60</td>
<td>0.00</td>
<td>33.33</td>
<td>0.52</td>
<td>0.00</td>
<td>1.04</td>
<td>0.52</td>
<td>4.69</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>151</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>70.31</td>
<td>9.38</td>
<td>2.60</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>176</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>46.33</td>
<td>9.38</td>
<td>2.60</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>188</td>
<td>0.00</td>
<td>0.00</td>
<td>0.52</td>
<td>0.00</td>
<td>3.12</td>
<td>3.33</td>
<td>10.42</td>
<td>98.44</td>
<td>0.00</td>
<td>4.17</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>190</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>79.69</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>209</td>
<td>0.00</td>
<td>0.00</td>
<td>20.31</td>
<td>0.00</td>
<td>0.52</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>98.96</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 10: Positive identification confusion matrix for the random under sampling BC. Each column is the detector module for each target individual in the watch list, while lines are the individuals detected in the video sequences. Each line represents the target individuals in the watch list and columns are the detectors for each target individual. Color codes represent the individuals according to the Dodington’s zoo analysis. For each module, green cells are sheep like positive individuals, blue are goat like positive individuals, yellow are lamb like individuals, red are wolf like negative individuals and white are sheep like negative individuals.

<table>
<thead>
<tr>
<th>Indiv.</th>
<th>MOD2 (%)</th>
<th>MOD3a (%)</th>
<th>MOD2a (%)</th>
<th>MOD2r (%)</th>
<th>MOD2rt (%)</th>
<th>MOD3a (%)</th>
<th>MOD3r (%)</th>
<th>MOD1a (%)</th>
<th>MOD1r (%)</th>
<th>MOD1b (%)</th>
<th>MOD2a (%)</th>
<th>MOD2r (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>81.77</td>
<td>1.04</td>
<td>3.12</td>
<td>1.56</td>
<td>0.52</td>
<td>3.65</td>
<td>0.00</td>
<td>1.04</td>
<td>1.56</td>
<td>1.56</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>58</td>
<td>3.12</td>
<td>75.52</td>
<td>11.98</td>
<td>1.56</td>
<td>0.00</td>
<td>0.52</td>
<td>0.00</td>
<td>23.96</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>72</td>
<td>0.00</td>
<td>0.00</td>
<td>74.48</td>
<td>0.52</td>
<td>10.94</td>
<td>0.00</td>
<td>0.00</td>
<td>5.21</td>
<td>6.77</td>
<td>68.23</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>92</td>
<td>8.33</td>
<td>13.02</td>
<td>0.52</td>
<td>72.92</td>
<td>17.19</td>
<td>12.50</td>
<td>0.00</td>
<td>1.56</td>
<td>14.58</td>
<td>0.00</td>
<td>9.90</td>
<td>0.00</td>
</tr>
<tr>
<td>147</td>
<td>0.00</td>
<td>0.00</td>
<td>11.98</td>
<td>0.00</td>
<td>48.96</td>
<td>1.04</td>
<td>0.00</td>
<td>5.73</td>
<td>4.69</td>
<td>9.90</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>151</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>79.17</td>
<td>22.40</td>
<td>10.42</td>
<td>1.04</td>
<td>4.17</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>176</td>
<td>5.73</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>3.65</td>
<td>2.60</td>
<td>60.94</td>
<td>23.44</td>
<td>2.60</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>188</td>
<td>0.00</td>
<td>0.00</td>
<td>2.08</td>
<td>0.00</td>
<td>9.38</td>
<td>19.79</td>
<td>28.65</td>
<td>94.79</td>
<td>0.00</td>
<td>9.38</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>190</td>
<td>0.00</td>
<td>8.33</td>
<td>1.56</td>
<td>0.52</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>96.88</td>
<td>0.52</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>209</td>
<td>0.00</td>
<td>0.00</td>
<td>35.94</td>
<td>0.00</td>
<td>2.60</td>
<td>2.08</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>99.48</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 11: Positive identification confusion matrix for the random under sampling BC. The structure is the same as in Table 10.
individuals. Finally, the resistance to false negatives of BC with OSS is similar to that of SSBC, but performance on the positive class is inferior to that provided by SSBC.

A Dodington’s zoo subject-based analysis in Tables 10–12 indicated through colors in these tables. Different thresholds are used to make a decision regarding Dodington’s zoo categories as indicated in Table 8. For these thresholds, the proposed SSBC approach provides the best performance for the positive and negative classes. For the target individuals, there is one lamb like individual and 2 goat like individuals, for a total of 12 wolf like individuals in the non-target class (100 individuals).

Whereas the confusion matrix shows individual frames detection rate improvements for the positive class when using the random under sampling BC, a total of six lamb like individuals and one goat like individual are observed with this approach. These six lamb like individuals are related to the higher fpr rates in Table 9, and a total 38 wolf like individuals are identified (three times more than SSBC). Finally, the BC with OSS static approach has no lamb like individuals and 4 goat like individual are observed with this approach. These six individuals are related to the higher tpr and closer value to fpr associated to BC with SSBC in Table 9.

6. Conclusions

EoCs have been proposed in the literature to reduce the impact on performance from imbalanced class distributions. The BC of ensembles in the ROC space have been shown to improve accuracy and stability, although the impact of class proportions is difficult to observe with ROC curves. Experiments in this paper show that performing BC with imbalanced data that to corresponds to that of operational conditions produces a better combination of base classifiers. In this paper, an adaptive system based in SSBC is proposed to select the most accurate BC of base classifiers according to the target fpr and class imbalance. Imbalanced data is used to generate several BCs in the decision space, by successively growing number of samples from the majority class. During operations, the system periodically detects changes to class proportions from operational data, and estimates class imbalance. The closest operational points on PROC curves are employed to estimate the most accurate BC of classifiers. Instead of full re-calculation of BCs, the knowledge obtained when combining classifiers for other skew levels is used to approximate the BC to new class priors, providing a significant reduction in computational complexity, and maintaining a comparable level of performance.

Experiments using real-world FIA video streams for face re-identification were performed to compare the adaptive SSBC approach to static BC obtained with the RUS approach and the OSS rule. Results indicate the advantages of adapting the BC to the operation class imbalance, which provides a good trade-off between positive (target individuals) and negative (non-target individuals) classes. Transaction based analysis indicate the operation fpr values remain similar to the desired values when using the proposed adaptive approach, while providing consistently higher f1 measures. In time-based analysis, where positive classification prediction are accumulated over a window of time the proposed adaptive BC allow to accurately re-identify individuals of interest.

SSBC depends heavily on the granularity of the pre-trained λ levels, affecting a trade-off between accuracy and resources to store BC curves and reference data. Future research will focus on improving approximations of BC to estimated imbalance levels. The technique currently selects ensembles from the original BCs optimized for the adjacent class imbalance levels with data following the new class imbalance level. However, this approximation may benefit from a strategy to combine vertices in the ROCCH by normalizing the proportions associated to each adjacent class imbalance level in regard to the new class imbalance level. Another modification is to use training data with several levels of class imbalance to generate the pool of diversified classifiers to perform BC and avoid the limitation associated to the number of original BC curves and the quality of approximation.
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