LoGID: An adaptive framework combining local and global incremental learning for dynamic selection of ensembles of HMMs
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A B S T R A C T
In this work, we propose the LoGID (Local and Global Incremental Learning for Dynamic Selection) framework, the main goal of which is to adapt hidden Markov model-based pattern recognition systems during both the generalization and learning phases. Given that the baseline system is composed of a pool of base classifiers, adaptation during generalization is performed through the dynamic selection of the members of this pool that best recognize each test sample. This is achieved by the proposed K-nearest output profiles algorithm, while adaptation during learning consists of gradually updating the knowledge embedded in the base classifiers, by processing previously unobserved data. This phase employs two types of incremental learning: local and global. Local incremental learning involves updating the pool of base classifiers by adding new members to this set. The new members are created with the Learn++ algorithm. Global incremental learning, in contrast, consists of updating the set of output profiles used during generalization. The proposed framework has been evaluated on a diversified set of databases. The results indicate that LoGID is promising. For most databases, the recognition rates achieved by the proposed method are higher than those achieved by other state-of-the-art approaches, such as batch learning. Furthermore, the simulated incremental learning setting demonstrates that LoGID can effectively improve the performance of systems created with small training sets as more data are observed over time.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

In the past, pattern recognition systems have relied extensively on off-line optimization to fine-tune classifier parameters. Such an approach usually requires a training set large enough to contain a number of different samples. These samples must represent most of the variability to be observed during recognition, otherwise the system will yield poor generalization results. However, it may not always be possible to acquire such a training set off-line.

Moreover, without appropriate training data, classifier parameters might be poorly estimated, resulting in a great deal of uncertainty during recognition. That is, the final recognition decision may be based on random guesses for some ‘difficult’ samples, i.e. samples that the current classification scheme cannot recognize with enough confidence. It might be possible to overcome this issue, however, if the classifiers incorporate new knowledge that becomes available over time. This knowledge is represented by the data that are processed during operation of the system. Presumably, the more data are observed, the better the estimate of the classifier parameters, and, consequently, the lower the degree of difficulty faced by these classifiers. On this basis, various incremental learning (IL) algorithms have been proposed [1–3].

The use of ensembles of classifiers (EoCs) [4] in IL algorithms has been shown to be effective. New classifiers, trained on new data, can be appended to an existing pool to incorporate new knowledge without losing previous information [1,2,5–7]. That new knowledge is represented by the new classifiers, while the previous knowledge is embedded in the existing ones. Although this method is suitable for a broad range of systems, and can be therefore applied to different types of classifiers, most of these algorithms rely on static methods to combine classifiers during generalization. Static methods can be useful for dealing with some issues, such as the negative effect of using small datasets for training. However, other issues, such as high intra-class variability, call for a combination method that can select the best classifiers for recognizing each test sample.

As demonstrated in [8], the use of EoCs in dynamic selection may provide better performance than static selection in settings involving a high level of uncertainty. The main approach, called...
Dos Santos et al. approach with Contextual Information (DSAΔ), can be incrementally updated by appending new samples to its validation set. However, the pool of classifiers remains static during this process, meaning that one module of the system is adapted to new sources of knowledge, but its main components, the classifiers, remain static. Where problems are ill-defined, for instance problems where there are not enough data for training, an approach is required that is not only able to control a baseline recognition system during generalization, but also to adapt the parameters of the system as new data are observed during learning.

To address this issue, we propose a new framework called LoGID (Local and Global Incremental Learning for Dynamic Selection), which integrates EoC-based incremental learning with a dynamic selection approach inspired by DSAΔ. The framework is designed to adapt a pool of base classifiers to the data processed by the system at both the learning and generalization levels. During generalization, the main idea is to select the best classifiers for recognizing each test sample. During learning, the focus is to update the knowledge embedded in the classifiers, using the data that become available over time. Given the structure of LoGID’s generalization phase, the learning phase involves two different types of incremental learning:

1. **Local**: incremental learning of the pool of base classifiers;
2. **Global**: updating of the parameters of the dynamic selection algorithm based on newly observed data.

LoGID consists of the following components. For the generalization phase, we propose a new mechanism for dynamic selection: K-nearest Output Profiles (KNOP), which combines the completely dynamic architecture of the KNORA algorithm [9] and the more general architecture of DSAΔ (more general because of its use of output profilesΔ). Local incremental learning uses the Learn++ algorithm [1] to incrementally generate a diverse pool of classifiers. Given the KNOP architecture, global incremental learning is realized by appending new samples to the dynamic selection dataset. It is worth noting that we focus in this work on optimizing LoGID for classifiers based on hidden Markov models (HMMs). This allows us to pursue the evaluations using the ensembles presented in [2], and to observe the possible boost from using the proposed approach in incremental learning settings. However, LoGID can be adapted to other types of classifiers with minor modifications.

The proposed method is evaluated on a varied set of databases, involving problems such as handwriting recognition, speech recognition, and speaker identification. These databases vary greatly in terms of the numbers of input features, classes, and training samples, which allow us to evaluate the proposed approach on different types of HMM-related recognition problems, each of which presents a different level of difficulty. During the evaluations, an incremental learning scenario is simulated. The goal is to observe how the proposed method evolves as new data are observed, and to observe its effect on the resulting recognition rates.

The remainder of this paper is organized as follows. Section 2 presents an overview of incremental learning and dynamic selection. In Section 3, the proposed LoGID approach is described in greater detail. The experimental evaluation is presented in Section 4, and the conclusions and future work are discussed in Section 5.

---

2. Related work

In this section we present an overview of state-of-the-art approaches to both incremental learning and dynamic selection, which complements the description of the main motivation for this work.

2.1. Incremental Learning (IL)

This type of learning involves the updating of an existing classifier, or pool of classifiers, which, for the sake of simplicity, we refer to as a classification scheme. The main goal of IL is to incorporate the knowledge that is intrinsically present in previously unobserved chunks of data into an existing system.

Ideally, an algorithm that conducts IL will meet the following requirements [1]:

1. Incorporation of new knowledge into an existing classification scheme;
2. No loss of previous knowledge in the process; if there is a loss, the system is said to suffer from catastrophic forgetting;
3. Reduction of the complexity overhead of batch learning (BL), the requirements of which, in terms of memory and time, increase as the size of the training set increases; if there is no reduction, this type of algorithm would be meaningless.3

In the past, researchers have focused on developing algorithms to meet the above requirements, for different types of classifiers. Most of these focus exclusively on single-classifier systems, in an attempt to change the parameters of a given type of classifier directly [3,11,12]. Many authors have proposed one-pass versions of BL counterparts [11,12]. However, given that BL algorithms generally rely on an appropriate number of training iterations, one-pass training usually results in lower classifier performance. Also, many decisions are required based on the current state of the classifier at a given time, potentially introducing bias either through the current chunk of data or the current state of the classifier.

The issues associated with single classifier-based IL algorithms have drawn the attention of many experts on this subject to the use of ensembles of classifiers (EoCs) [1,2,5–7]. When new data are available, new members can be appended to an existing pool of classifiers. Since the existing members had been trained on old data and the new members were trained on new data, the new pool combines both old and new information. In this case, the new classifiers can be trained with the same algorithms used for BL. Combining different types of classifiers into a single pool can also be useful for enhancing the recognition capability of an EoC. Furthermore, this approach does not suffer from catastrophic forgetting, since once a classifier has been trained, its set of parameters remains the same. In addition, the knowledge modeled from useless or noisy data can be filtered after enough training data have been observed, since each classifier models a different time step of the learning process.

Nevertheless, the diversity of EoC members might be better exploited in many situations. Most of the existing IL algorithms based on EoCs use a static approach to combine classifiers [1,2,6]. This approach is suboptimal, however, since not all classifiers are useful for recognizing all the test samples. Dynamic selection approaches, in contrast, may improve the potential of ensembles in IL. It has been previously demonstrated that dynamic

---

3 Some authors maintain that the algorithm should use no previous data at all [1], but this constraint is often relaxed, since in many cases a global overview might be necessary for making certain decisions, which may be aided by some data that have been stored, such as a validation set [2].
weighting of classifier outputs may result in better recognition rates than static classifier combination [13,14]. However, these approaches select classifiers by considering only local points of view, i.e., only the information related to each classifier is used to weight their outputs. Therefore, a dynamic selection approach based on the use of output profiles might be more appropriate for this problem, since it would evaluate the behavior of the base classifiers working together.

2.2. Dynamic selection (DS)

A multiple classifier system is composed of a pool of base classifiers, which we refer to as C. The dynamic selection of classifiers consists of finding a subset of classifiers C_0 where C_0 \subseteq C, which contains the best members for recognizing the test sample x_{t,\text{test}} [9,15–19]. In the literature, the best subset of classifiers C_0 is generally associated with the highest level of competence, which can be computed by, for instance, K nearest neighbors [9,15], clustering [20], multiple training datasets [21], or measures considering the outputs produced by the base classifiers [18].

Recently, instance-based DS approaches [8,9,22] have been proposed. These approaches are able not only to robustly select a classification scheme dynamically, but also to allow for the parameters of the system to be adapted to new data, in an IL setting, by including new samples in their dynamic selection set. As a consequence, this type of method is promising not only for conducting DS, but also to be combined with an EoC-based IL algorithm and define an adaptive framework which can: (1) conduct IL with the base classifiers; (2) dynamically select the best classifiers to recognize each test sample; and (3) improve the DS algorithm by appending new examples to the set of instances.

Among the existing instance-based methods, the DSA′ approach stands out since it can be used with different types of base classifiers and can be applied to different pattern recognition problems easily, owing to its use of output profiles. This approach computes the best classification scheme for recognizing a test sample, which, in this case is a structure called dynamic multistage organization, by evaluating the similarity between the output profile of the test sample and that of each validation sample. The disadvantage of this method is that it depends on an off-line optimization phase to generate a pool of EoCs. This dependency is suboptimal for designing adaptive systems, since numerous computations should be performed to update the EoC pool after a new member has been included. For this reason, we propose a new DS approach in this work, called the K-nearest Output Profiles (KNOP), which is described in the next section. This approach is designed to embed the steps used by the KNORA algorithm [9] into the architecture of DSA′ to define EoCs during the operational phase. KNORA is able to define EoCs in a completely dynamic fashion. By combining the advantages of both the DSA′ and KNORA approaches, the proposed KNOP method can be used with various types of base classifiers, can be easily adapted to different pattern recognition problems, and can define EoCs in a completely dynamic fashion.

3. The LoGID framework

The main objective of our proposed framework, LoGID, is to adapt an EoC-based system during both the learning and generalization phases to make it better able to deal with factors that may lead to recognition uncertainty, such as small training sets. In other words, consider a pool of classifiers C as the current state of the baseline system, the training data stream containing labeled samples, and the test data consisting of unlabeled samples. Suppose that C has been deployed and new chunks of training data become available over time. This framework is designed to update the knowledge embedded in the base classifiers C whenever a block of unprocessed training data, represented by D_t, is available at a given time t, and select the best components for recognizing a given test sample x_{t,\text{test}}.

The LoGID framework is divided into two phases: learning and generalization. These phases become active according to the data presented to the framework. A general overview of this framework is depicted in Fig. 1, and its main steps are formalized in Algorithm 1. The generalization phase involves inverting the test sample x_{t,\text{test}} to LoGID, as defined in step 2. In this phase, the KNOP method is used to dynamically select the best EoC in step 5, containing members of the pool of classifiers C, for recognizing x_{t,\text{test}}. This task relies on comparing the output profile of the test sample x_{t,\text{test}} with the output profiles stored in the set Dsel, which are related to the samples stored in the dynamic selection set Dsel, as indicated in step 4. Then, the final recognition is conducted (step 6). The learning phase is activated in step 8, if a block of unprocessed training data D_t is presented to the framework. Note that using the KNOP algorithm during generalization allows for conducting two types of incremental learning during the learning phase: local and global. Local incremental learning consists of updating the pool of classifiers C by discarding the classifiers considered the least useful, and by appending new members to the pool, trained with the current block of data D_t, in steps 11 and 12, respectively. Global incremental learning involves updating the knowledge used to conduct dynamic selection. In step 14, the set Dsel is updated by including the output profiles computed from the samples in D_t. In step 15, Dsel is then filtered to remove irrelevant samples.

Algorithm 1. The main steps of the LoGID framework.

1: Input: C, the base classifiers, and either D_t, the unseen block of data, or x_{t,\text{test}}, the test sample.
2: if x_{t,\text{test}} is inputed then
3: # The generalization phase is called
4: Find the K output profiles in Dsel which are the most similar to the output profile of x_{t,\text{test}}
5: Define the best EoC
6: Conduct the recognition of x_{t,\text{test}} and provide the final decision
7: else
8: if D_t is inputed then
9: # The learning phase is called
10: # First, local incremental learning is conducted
11: Prune the least selected classifiers from C
12: Train new classifiers and add them to C
13: # Then, global incremental learning is done
14: Update Dsel and Dsel
15: Filter Dsel and Dsel
16: end if
17: end if

In the remainder of this section, we present the learning and generalization phases in greater detail.

3.1. Learning phase—local and global incremental learning

During the learning phase, at a given time t, the previously unobserved block of data D_t is processed by LoGID. The main goal here is to update the sources of knowledge used during the generalization phase, which is explained in Section 3.2. First, local incremental learning is conducted to update the pool of base classifiers C. Next, global incremental learning is carried out to update the set of output profiles, Dsel.
3.1.1. Local incremental learning—updating the pool of base classifiers

In this module, new knowledge is introduced to the pool of classifiers $C$ by appending to it a new set of classifiers. In other words, if we suppose that $C_{t-1}$ corresponds to the current state of $C$ at a given time $t$, and that $C_t$ corresponds to the newly generated set of classifiers, then $C$ is updated by concatenating $C_{t-1}/C_0$ with $C_t$, i.e.

$$C = C_{t-1}/C_0 \cup C_t.$$ 

The new classifiers $C_t$ are generated with the data provided by the current block $D_t$. For this task, we consider the Learn++ algorithm [1]. This algorithm can create a set of classifiers for each new block of data, using a distribution that weights the selection of a sample from the current block of data $D_t$. The resulting EoC is likely to be diverse since samples that have not been previously observed, or samples that have not been properly modeled in $C$, have a greater chance of being selected.

Prior to the creation of the classifier pool $C_t$, a pruning method is used to eliminate from the current pool $C$ the members that are considered the least useful. This pruning is aimed at avoiding the performance of useless computations during the recognition phase. To define the usefulness of a classifier, the usage statistics of the pool $C$ are computed on the block $D_t$.

The main steps of local incremental learning are presented in Algorithm 2. First, a predefined threshold, denoted $N_{\text{max}}$, is used to evaluate the size of $C$ (steps 2–4). If $N$ is larger than $N_{\text{max}}$, the least useful classifiers are removed from $C$ (step 3). Then, Learn++ is called upon to create the new set of classifiers $C_t$ to update the pool of classifiers $C$ (step 5).

**Algorithm 2.** Local incremental learning.

1: **Input:** $C$, the base classifiers, and $D_t$, the unseen block of data.
2: if $N > N_{\text{max}}$ then
3: By considering the control mechanism defined in Section 3.1.1.1, prune the $N-N_{\text{max}}$ least used classifiers from $C$
4: end if
5: Call Algorithm 3 to update $C$
6: **Output:** the updated pool of classifiers $C$

3.1.1.1. Pruning the pool of base classifiers. To prune $C$, the predefined threshold $N_{\text{max}}$ and the usage statistics of the classifiers, computed on $D_t$, are considered. If the size of $C$ is above that threshold, i.e. $N > N_{\text{max}}$, only the $N_{\text{max}}$ most used classifiers are kept in $C$, while the remaining $N-N_{\text{max}}$ members are discarded.

The usage statistics of a classifier correspond to the number of times this member of $C$ has been selected to conduct recognition during the generalization phase. To compute these statistics, a validation step is conducted by taking into account the current pool of classifiers $C$, the block of data $D_t$, and the KNOP algorithm (see Section 3.2). The samples in the set $D_t$ are used to validate the current state of $C$ with the KNOP algorithm. That is, each sample in $D_t$ is recognized by the KNOP algorithm, and the number of times each classifier in $C$ has been used to compose the dynamically selected EoC is stored. After evaluating the entire set $D_t$, the usage statistics of a classifier correspond to the total number of times it has been selected to compose EoCs, considering all the EoCs that have been dynamically defined in this process. Ultimately, we assume that the more often a base classifier is selected to recognize the samples in $D_t$ (i.e. the higher its value based on usage statistics), the more useful this classifier is. At the same time, the classifiers that are used least should be replaced by new ones, trained with samples from $D_t$.

3.1.1.2. The Learn++ algorithm. The Learn++ algorithm is used to update $C$ with the newly generated classifiers $C_t$ trained with the data present in the block of data $D_t$. The algorithm processes this...
block over $T_0$ iterations, where $T_0$ corresponds to the number of new classifiers to be generated at each time $t$. During each iteration $k$, where $1 \leq k \leq T_0$, a new classifier $c_k$ is created and put into $C$. For each classifier $c_k$, two disjoint subsets of $D_t$, denoted $T_R$ and $V_L$, are considered as training and validation subsets, respectively. The samples for $T_R$ and $V_L$ are chosen based on the distribution $DIST_t$. This distribution is first initialized uniformly, then updated based on the performance of the current pool of classifiers to ensure that examples misclassified by the current ensemble have a high probability of being sampled to compose the training set for the next classifier. In an incremental learning setting, the examples with a high probability of being subjected to error are those that are unknown, or are yet to be used to train the classifier.

Algorithm 3. The Learn++ algorithm.

1. **Input**: the block of data $D_t$, the pool of classifiers $C$
2. Initialize $w_i(t) = 1 / |D_t|$
3. for $k = 1$ to $T_0$
4. Set $DIST_t = \sum_{i=1}^{N} w_i(t)$, so that $DIST_t$ is a distribution
5. Choose the subsets $T_R$ and $V_L$ from $D_t$ according to $DIST_t$
6. Train a new classifier $c_k$, providing it with $T_R$ for training and $V_L$ for validation
7. Considering $c_k$, calculate its individual error rate $e_k$ on $D_t$
8. if $e_k > 1/2$
9. Set $k = k-1$, discard $c_k$ and go to step 5.
else
11. Put $c_k$ in $C$
end if
13. Considering $C$, compute the composite error rate $E_k$ on $D_t$
14. if $E_k > 1/2$
15. Set $k = k-1$, remove $c_k$ from $C$, and go to step 5.
end if
17. Set $B_k = E_k/(1-E_k)$ (normalized composite error), and update the weights of the instances $w_{k+1}(i) = w_i(t) \times \{ B_k, \text{if C provides the correct decision for the sample } x_i, 1, \text{otherwise}\$
18. end for
19. **Output**: the updated pool of classifiers $C$

The main steps of Learn++ are formalized in Algorithm 3. Each block of data $D_t$, at a given time $t$, is associated with the distribution $DIST_t$. At the beginning of each iteration $k$, i.e. in step 4, $DIST_t$ is updated according to current weights stored in $w_k$. Next, in step 5, this distribution is used to select two subsets of samples from $D_t$: $T_R$ and $V_L$. These subsets are used as training and hold-out validation sets respectively, to generate a new classifier $c_k$ during step 6. The next steps consist of evaluating whether or not $c_k$ is a sufficiently accurate classifier, first individually and then as a member of the pool $C$. Throughout step 7, the individual error rate $e_k$ of this classifier is computed on $D_t$. If $e_k$ is above $1/2$, $c_k$ is discarded and the algorithm jumps back to step 5 (step 9). If $c_k$ is not discarded during the individual evaluation, this classifier is added to the pool of classifiers $C$ (step 11), and the composite error rate $E_k$ of this updated pool is computed on $D_t$ (step 13). If $E_k$ is above $1/2$, $c_k$ is discarded (step 15) and the algorithm goes back to step 5. Otherwise, $c_k$ is kept in $C$, and the algorithm keeps iterating until all $T_0$ new classifiers have been added to $C$. However, before jumping to the next iteration, the weights $w_k$ are updated by considering the normalized composite error $B_k$ (step 17). As a result, these weights can be used to compute the distribution $DIST_t$ in the next iteration, which will in turn be used in selecting the next training and validation subsets, $T_R_{k+1}$ and $V_L_{k+1}$ respectively. Note that $w_k$ is initialized uniformly, as in step 2. For a detailed description of Learn++, see [1].

3.1.2. Global incremental learning—updating the set of output profiles

Global incremental learning involves updating the set of output profiles $DSel$ to accommodate new output profiles, when a new block of data $D_t$ is available at a given time $t$. This process is designed to improve the knowledge used by the KNOP algorithm (see Section 3.2) to dynamically select EoCs.

This phase, formalized in Algorithm 4, consists of the following steps. First, the current set of output profiles $DSel$ is updated to incorporate the knowledge introduced by the new classifiers in $C$, created with local incremental learning (steps 2–4). The outputs of these new classifiers are computed from the corresponding sample stored in $DSel$. Second, the output profiles computed from the current block of data $D_t$ are appended to $DSel$, and their corresponding observation sequences are saved in $DSel$ (steps 5–9). That is, for each sample $x_{j, unseen}$ in $D_t$, the corresponding output profile $\tilde{x}_{j, unseen}$ is added to $DSel$. Accordingly, $x_{j, unseen}$ is added to $DSel$. Then, $DSel$ is concatenated with $DSel$, and $DSel$ is concatenated with $DSel$ (steps 10 and 11). Finally, a filtering mechanism removes the samples that are considered the least relevant from $DSel$, and consequently from $DSel$ (steps 12–18).

Algorithm 4. The global incremental learning algorithm.

1. **Input**: the block of data $D_t$, the pool of classifiers $C$, the current dynamic selection set $DSel$, and the current set of output profiles $DSel$
2. for each $x_{j, det}$ in $DSel$
3. Update its corresponding output profile in $DSel$, i.e. $\tilde{x}_{j, det}$, to store the outputs of the new classifiers in $C$
4. end for
5. for each $x_{j, unseen}$ in $D_t$
6. Compute $\tilde{x}_{j, unseen}$, i.e. the output profile of $x_{j, unseen}$
7. Put $x_{j, unseen}$ in $DSel$
8. Put $\tilde{x}_{j, unseen}$ in $DSel$
9. end for
10. $DSel = DSel \cup DSel$
11. $DSel = DSel \cup DSel$
12. for each $x_{j, det}$ in $DSel$
13. Compute $m_j$ for $\tilde{x}_{j, det}$, using Eq. (1)
14. if not ($\theta_{min} \leq m_j \leq \theta_{max}$) then
15. Remove $x_{j, det}$ from $DSel$
16. Remove $\tilde{x}_{j, det}$ from $DSel$
17. end if
18. end for
19. **Output**: the updated sets $DSel$ and $DSel$

3.1.2.1. Filtering dynamic selection samples. The proposed mechanism keeps in $DSel$ and $DSel$ only the samples that belong to the “zone of relevance”. This zone is computed by considering the normalized margin presented in Eq. (1). Note that $v_1$ corresponds to the number of votes received by the winning class, computed from the outputs yielded by $C$ for the sample $\tilde{x}_{j, det}$ in $DSel$. Similarly, $v_2$ corresponds to the number of votes received by the class placing second.

\[ m_j = \frac{v_1 - v_2}{N}, \text{ where } 0 \leq m_j \leq 1 \text{ and } N = |C| \] (1)

Two predefined thresholds, ranging from 0 to 1.0 and denoted $\theta_{min}$ and $\theta_{max}$, define the “zone of relevance”. If the normalized margin $m_j$ is within the region defined by $\theta_{min} \leq m_j \leq \theta_{max}$, the
3.2. Generalization phase—the KNOP algorithm

The generalization phase involves the application of the K-nearest Output Profiles (KNOP) algorithm, depicted in Fig. 2, to recognize each test sample \( x_{i,\text{test}} \). The main steps of this algorithm are presented as Algorithm 5. First, the test sample \( x_{i,\text{test}} \) is converted into an output profile, denoted as \( \tilde{x}_{i,\text{test}} \) (step 2). In this work, an output profile contains the scores yielded by all the HMM-based classifiers belonging to the pool \( \mathcal{C} \). In step 3, the output profiles in \( \mathcal{D}_{\text{Sel}} \) that are the \( K \) most similar to \( \tilde{x}_{i,\text{test}} \) are stored in \( \Psi_i \). Next, the samples in \( \Psi_i \) are used to determine the best ensemble \( \mathcal{C}^*_i \) for recognizing \( x_{i,\text{test}} \) (steps 5–11), where \( |\mathcal{C}^*_i| = U_i \). For each sample in \( \Psi_i \), if a classifier \( c_k \) correctly recognizes this sample, it is added to \( \mathcal{C}^*_i \).

Algorithm 5. Complete KNOP algorithm for HMMs.

1: for each data point \( x_{i,\text{test}} \) in Test do
2: Compute \( \tilde{x}_{i,\text{test}} \) using transformation \( T \), as defined in Eq. (2)
3: Considering \( \mathcal{D}_{\text{Sel}} \), find the \( K \) most similar to \( \tilde{x}_{i,\text{test}} \) and put into \( \Psi_i \)
4: \( \mathcal{C}^*_i = \emptyset \)
5: for each \( \tilde{x}_{i,\text{test}} \) in \( \Psi_i \) do
6: for each \( c_k \) in \( \mathcal{C} \) do
7: if KNORA-Union’s rules are satisfied then
8: Insert \( c_k \) into \( \mathcal{C}^*_i \)
9: end if
10: end for
11: end for
12: Compute \( c_l \) from \( \mathcal{C}^*_i \) using Eq. (3)
13: \# Switch mechanism
14: if \( c_l > \theta \) then
15: \( d_i = \) most voted class from \( \mathcal{C}^*_i \)
16: else
17: \( d_i = \) the label of the most similar \( \tilde{x}_{i,\text{test}} \) from \( \mathcal{D}_{\text{Sel}} \)
18: end if
19: end for

Before computing the final decision \( d_i \), the switch mechanism is used (steps 12–18), the main objective of which is to avoid relying on low-confidence decisions. In this case, if the confidence level \( c_l \) of the voting provided by the ensemble \( \mathcal{C}^*_i \) is above the predefined threshold \( \theta \), the decision made by this ensemble is considered as the final one. Otherwise, the label of the most similar output profile in \( \mathcal{D}_{\text{Sel}} \) represents \( d_i \).

We describe the main modules of the KNOP algorithm in greater detail below.

3.2.1. Computing output profiles using scores

In this work, we define an output profile as the vector containing a concatenation of the scores yielded by all the HMM-based classifiers in the pool \( \mathcal{C} \). The main goal is to compute the similarity between the samples in the decision space, considering information related to all classes. In this case, classifiers that do not conduct recognition with enough confidence for some samples can still contribute to the similarity computation. This would not be possible with output profiles formed only by the crisp label outputs, as in [8].

Consider the HMM-based classifier \( c_j \) as the set of HMMs \( A_j = \{A_{j,1}, \ldots, A_{j,M}\} \), where \( M \) corresponds to the number of classes. Consider, too, the set of base classifiers as the set of \( N \) HMM-based classifiers \( \mathcal{C} = \{C_1, \ldots, C_N\} \), and the following transformation:

\[
T : x_i \rightarrow \tilde{x}_i,
\]

(2)

Let \( L_{ij} = (L_{ij,1}(O_{i,\text{test}}), \ldots, L_{ij,M}(O_{i,\text{test}})) \) be the set of likelihoods produced by \( A_j \) for all classes, given \( x_{i,\text{test}} \). Also, consider the set of scores produced by \( A_j \) for the same \( x_{i,\text{test}} \) as \( S_{ij} = (S_{ij,1}, \ldots, S_{ij,M}) \), where \( S_{ij,k} = L_{ij,k}(O_{i,\text{test}}) / \sum_{k=1}^{M} L_{ij,k}(O_{i,\text{test}}) \). We denote an output profile as \( x_i = (S_{i,1,1}, \ldots, S_{i,1,N}) \). Given that \( x_{i,\text{test}} \) represents an observation sequence that is to be processed by the HMMs, \( \tilde{x}_{i,\text{test}} \) represents the vector of scores produced by all of the \( N \times M \) HMMs in \( \mathcal{C} \) for this observation sequence.

3.2.2. KNORA-OP-Union: dynamically defining the best EoC

Consider \( \tilde{x}_{i,\text{test}} \) to be the output profile of \( x_{i,\text{test}} \) and \( \mathcal{D}_{\text{Sel}} \) to contain the output profiles of all samples in \( \mathcal{D}_{\text{Sel}} \), i.e. for each \( \tilde{x}_{i,\text{test}} \) the corresponding \( \tilde{x}_{i,\text{test}} \) is stored in \( \mathcal{D}_{\text{Sel}} \). The dynamically selected ensemble \( \mathcal{C}^*_i \) is computed in two steps. First, the \( K \) output profiles \( \tilde{x}_{i,\text{test}} \) in \( \mathcal{D}_{\text{Sel}} \) that are the most similar to \( \tilde{x}_{i,\text{test}} \), considering the Euclidean distance, are stored in \( \Psi_i \). Then, a selection algorithm inspired by the KNORA-OP-Union method [23] uses the output profiles in \( \Psi_i \) to choose the best members belonging to \( \mathcal{C} \) to compose the EoC \( \mathcal{C}^*_i \).

The above selection algorithm works as follows. Let \( O = \{o_1, \ldots, o_N\} \) be the crisp label outputs of the classifiers in \( \mathcal{C} \). Given the output profiles \( \tilde{x}_{i,\text{test}} \) stored in \( \Psi_i \), suppose each \( \tilde{x}_{i,\text{test}} \) has been correctly classified by a set of classifiers \( \mathcal{C}^*_i \). Every classifier \( c_j \in \mathcal{C} \) must be contained in the final ensemble \( \mathcal{C}^*_i \) and should submit a vote on the sample \( x_{i,\text{test}} \). Note that a classifier may be present in \( \mathcal{C}^*_i \) more than once if it correctly classifies more than one sample in \( \Psi_i \).
After $C_i^*$ is computed, the final decision is evaluated by the switch mechanism.

3.2.3. The switch mechanism

The switch mechanism depends on the confidence level $c_i$, of the outputs of the dynamically selected EoC $C_i^*$ to recognize the test sample $x_{test}$. This confidence level is computed using the following equation:

$$c_i = \frac{v_{1i} - v_{2i}}{K \times N}$$  \hspace{1cm} (3)

$c_i$ is based on the margin [24] of the ensemble $C_i^*$, which is the difference between the number of votes of the two classes with the most votes, i.e. $v_{1i}$ and $v_{2i}$, given $x_{test}$ and $C_i^*$. When the margin is high enough, $C_i^*$ performs the recognition with a high level of confidence. By analogy, when that margin is low, the confidence level of the EoC is low. Consequently, the use of a threshold $\theta$ makes it possible to reject low confidence outputs produced by the ensemble and to rely on another source of knowledge. In other words, if the confidence level is above the predefined threshold $\theta$, i.e. $c_i > \theta$, the outputs of the members of $C_i^*$ provide the final decision. Otherwise, the switch uses the most similar output profile in DSel.

Note that the size of $C_i^*$ is dependent on the cardinality of $C$, i.e. $N$. Given that this size might change over time, in Eq. (3) the margin is normalized by the maximum possible size for $C_i^*$, i.e. $K \times N$. In this case, a single continuous value for $\theta$, in the 0–1 range, can be used for pools of classifiers with different cardinalities.

4. Experiments

In this section, we present our experimental evaluation of the proposed LoGID approach. Since the implementation of this framework focuses on HMMs, the experimental protocol includes observation sequences extracted from four different databases. These databases are listed in Table 1.

The parameters of the proposed approach are presented in Table 2 for each database. This table also presents the number of features, the size of the datasets, and the number of classes for each database. For NIST Letters and NIST Digits, the system proposed in [26] is implemented as the baseline recognition system, extracting features from both the columns and the rows of the images. For the remaining databases, a single left-right HMM-based system is considered [27]. The number of states for each left-right HMM is computed with Wang’s method [28]. The value of $K$ is set to 30 for the KNOP algorithm, since this value worked well for many applications in [8]. It is worth noting that, two distinct test sets are considered for the NIST Digits database, test1 being generally known to be more difficult than test2. It is also worth noting that the Baum–Welch algorithm is used to train the HMMs in local incremental learning. To train each HMM, the set $TR_k$ is used to estimate parameters and $VL_k$ is used as a hold-out validation subset (see Algorithm 3).

Incremental learning settings are simulated by dividing the training sets into smaller chunks of data, which are equally distributed according to the number of blocks defined in Table 2. The block numbers have been empirically defined, with the aim of balancing them with a reasonable number of samples for training.

For a better statistical evaluation, 10 different replications are conducted for each dataset, each of which considers a unique set of initialization parameters. The results are statistically validated by the Kruskal–Wallis nonparametric statistical test, and equality among the mean values is tested using a confidence level of 95%, with Dunn–Sidak correction applied to critical values.

4.1. Results

In this section, we first explain how the parameters have been set for the proposed method. This task consists only the dynamic selection set DSel and the first training block $D_1$. Next, we present the results on the test sets, processing of all the training blocks $D_i$.

4.1.1. Parameter setting

In order to compute the best configuration for LoGID, the parameters $T_k$, $\theta$, $\delta_{\min}$, $\delta_{\max}$, and $N_{\max}$ are evaluated with the following methodology:

1. For $T_k$ and $\theta$, LoGID is implemented with $\delta_{\min}$ and $\delta_{\max}$, then $N_{\max}$.

2. Suppose that, during the design of the system the only data available are those in the first chunk of training data $D_1$ and in the initial dynamic selection set DSel, the size of which appears in Table 2. To set the configuration parameters, the performance is evaluated by dividing DSel into two distinct subsets of equal size. The first subset is used to compute the set of output profiles DSel, and the second is used to evaluate the performance of the system. This scheme is repeated by swapping the subsets, and the average recognition rate represents the overall performance.

To evaluate the impact of $T_k$ and $\theta$, LoGID is implemented with no pruning of either the pool of classifiers or the dynamic selection set. For the former, the following values were considered: (3, 5, 10, 15, 20). The parameter $\theta$ is evaluated in the 0.0–1.0 range, with an interval of 0.1 between each evaluation. Owing to
space constraints, only the best values for these parameters are listed in Table 2.

The parameters $\beta_{\text{min}}$ and $\beta_{\text{max}}$ are evaluated by considering the following set of values $(0, 0.2, 0.4, 0.6, 0.8, 1.0)$, and the results presented in Figs. 3–6, for Japanese Vowels, Arabic Spoken Digits, NIST Letters, and NIST Digits, respectively. The best values for each database, in the same order, were: $(0.2, 1.0)$, $(0, 0.6)$, $(0.2, 0.8)$, and $(0.2, 0.8)$, for $\beta_{\text{min}}$ and $\beta_{\text{max}}$ respectively. Note that when two configurations yield similar results, the smallest difference between $\beta_{\text{min}}$ and $\beta_{\text{max}}$ is considered as the best configuration. The smallest value represents the narrowest region of relevance, so that fewer samples are kept in $D_{\text{Sel}}$.

For each database, we evaluated a set of five different values for $N_{\text{max}}$. These values are based on empirically defined minimum and maximum sizes for $C$. The results are presented in Figs. 7–10, for Japanese Vowels, Arabic Digits, NIST Letters, and NIST Digits, respectively. The best value for each database, in the same order, is: 10, 100, 80, and 120. We note that base classifier pruning works better on Japanese Vowels, with $N_{\text{max}} = 10$, and on the NIST Digits database, with $N_{\text{max}} = 120$. On Arabic Spoken Digits, however, the best value for $N_{\text{max}}$ is equal to the maximum size for $C$, i.e. 100. This means that the best option for this database is not to prune.

**Fig. 3.** Evaluation of different values for $\beta_{\text{min}}$ and $\beta_{\text{max}}$ on the dynamic selection set of Japanese Vowels. The best recognition rates are reached with $\beta_{\text{min}} = 0.2$ and $\beta_{\text{max}} = 1.0$.

**Fig. 4.** Evaluation of different values for $\beta_{\text{min}}$ and $\beta_{\text{max}}$ on the dynamic selection set of Arabic Digits. The best recognition rates are reached with $\beta_{\text{min}} = 0$ and $\beta_{\text{max}} = 0.6$.

**Fig. 5.** Evaluation of different values for $\beta_{\text{min}}$ and $\beta_{\text{max}}$ on the dynamic selection set of NIST Letters. The best recognition rates are reached with $\beta_{\text{min}} = 0.2$ and $\beta_{\text{max}} = 0.8$.

**Fig. 6.** Evaluation of different values for $\beta_{\text{min}}$ and $\beta_{\text{max}}$ on the dynamic selection set of NIST Digits. The best recognition rates are reached with $\beta_{\text{min}} = 0.2$ and $\beta_{\text{max}} = 0.8$.

**Fig. 7.** For Japanese Vowels, $N_{\text{max}} = 10$ provides the best recognition rates on the dynamic selection set.
4.1.2. Performance evaluation

In this section, after computing the best parameters for LoGID using only the first block of data $D_1$, we evaluate the performance on the test set. The results of the proposed method are compared with:

- **Batch learning**: at each time $t$, a classifier trained with the current block of data and the data from all previous blocks replaces the current classifier. This approach provides an estimation of the empirical error bound on the pattern recognition problems, considering the same learner;
- **Local IL**: a partial implementation of LoGID. Local incremental learning alone is conducted and the classifiers are statically combined during the generalization phase (we consider the product of the likelihoods [26] produced by the HMMs to be the fusion function). This approach mainly consists of the Learn++ algorithm, and allows comparison of the proposed method with a well-known EoC-based incremental learning algorithm [1,14];
- **Global IL**: also a partial implementation of LoGID. The KNOP algorithm is used during generalization and only global incremental learning is considered during learning. In other words, an initial pool of classifiers is trained with the first training block, but this pool remains static during the system’s lifetime. At the same time, however, new samples are appended to $DSel$ and $DSel_0$, so that new knowledge is incrementally added to the system. With this method, it is possible to evaluate how the dynamic selection algorithm evolves in an incremental learning setting using a fixed pool of base classifiers.

The results obtained for Japanese Vowels are depicted in Fig. 11. LoGID achieves the best results on this database. Batch learning was the second best approach, but its final recognition rates were about 10% lower than those of LoGID. The lowest recognition rates were presented by Local IL. Global IL performed slightly better than Local IL. However, the level of performance of the former decreased after new blocks of data had been learned. This indicates that global incremental learning works well for this problem only if it is combined with local incremental learning.

We depict the results of the evaluation of Arabic Digits in Fig. 12. For this database, Batch learning achieved the second highest final recognition rates, at about 90.36%. However, this method achieved the lowest recognition rates with small amounts of data. This demonstrates that Batch learning may not perform very well when the degree of uncertainty is high, i.e. when only a small training set is available. LoGID, in contrast, demonstrated its ability to adapt to different levels of confusion. With both small and large training sets, the proposed approach yields the best performance.

The performance comparison for NIST Letters is presented in Fig. 13. For this database, LoGID also achieves the best final recognition rates, at about 94.10%. The second best method was Batch learning, with 92.69% of recognition rates. The performance of LoGID with small training sets, though, was worse than the performance of Batch learning. But after learning the fifth block of data, LoGID began to present the best performance. Local IL (at 90.24%) and Global IL (at 90.57%) performed similarly. The latter, however, achieves better recognition rates with fewer training data, showing that the dynamic selection may result in better performance when the level of uncertainty is high.

The results obtained for NIST Digits in test1 are presented in Fig. 14. LoGID achieved the best final recognition rates on this database, at about 98.84%. Global IL yielded the second best
result, at 98.53%. We observe that the performance of both LoGID and Global IL evolve significantly after learning the first few blocks of data, indicating that global incremental learning plays an important role in addressing this problem. The results presented by Local IL were the worst. Given that LoGID performed better than Global IL, though, we conclude that local incremental learning works well for this problem when combined with global incremental learning. This is similar to what we observed with the Japanese Vowels database.

Fig. 15 presents the performance comparison for NIST Digits in test2. LoGID yields the best final recognition rates, at 96.91%, followed by Local IL, at 94.14%. The latter demonstrated its ability to work well on this problem, yielding the best performance with a small amount of data, i.e. when only the first block is learned. Nonetheless, LoGID surpassed the performance of Local IL after learning two blocks. This shows that the use of EoCs for incremental learning is promising, and that the adaptation procedure applied by LoGID is capable of improving the use of multiple classifiers even more.

4.1.3. Impact of the filtering mechanism on the size of DSel

To demonstrate the impact of the filtering mechanism described in Section 3.1.2.1, we compare the size of DSel that
results from processing each block of data $D_t$ with the total number of samples observed by the system, i.e. the sum of all samples in $\{D_1, D_2, \ldots, D_t\}$. This comparison is depicted in Figs. 16–19 for Japanese Vowels, Arabic Digits, NIST Letters, and NIST Digits, respectively.

We see that the filtering mechanism works effectively on all databases. On NIST Letters and NIST Digits, after all the training data have been observed, only 13% and 4% of all the samples observed were kept in $D_{Sel}^0$, respectively. On the Japanese Vowels and Arabic Digits databases, 74.25% and 91.6% of the samples were kept in $D_{Sel}^0$ respectively. These results show that the mechanism works better when a significant number of samples has been observed. When more training samples are observed, it might be easier for the proposed filtering mechanism to define compact clusters of samples and keep only those samples that are really useful for recognition. Clearly, a larger training set allows for a better estimate of the boundaries in the decision space.

It is also interesting to note that the use of this mechanism can also successfully replace samples that are no longer considered useful. In Fig. 18, for example, we see that there is no increase in the size of the dynamic selection set during the learning of blocks 1–3. We see, though, that a considerable number of samples is observed and that the performance of the system improves, as shown in Fig. 13. Therefore, the definition of the zone of relevance is not only useful for avoiding the excessive growth of the dynamic selection set, but also to define a region that can help re-evaluate previously stored samples.

4.2. Discussion

In Table 3 we present the final recognition rates achieved by the proposed method, the other methods evaluated in this paper, and the results published in the literature. By considering only the methods evaluated in this work, we could claim that the performance of LoGID is promising. These experiments have demonstrated that the LoGID framework can perform better than Learn++, which is a state-of-the-art algorithm for incremental learning [1,14]. In this paper, Learn++ corresponds to the Local IL approach. This approach has been outperformed by our framework in all the databases considered here. The results also indicate that LoGID is better than using Global IL alone,
In this paper we proposed the LoGID approach, which consists of a framework for the adaptation of a pool of base classifiers during two phases: learning and generalization. During generalization, the KNOP algorithm considers a set of output profiles to select the best classifiers for recognizing each test sample. By considering the Learn++ algorithm to generate a set of diverse members to update the current pool of classifiers, we defined the local incremental learning module. Global incremental learning is achieved by updating the dynamic selection set, and the corresponding output profiles, used by the KNOP algorithm.

Experiments have been carried out on four different databases. These databases consist of two handwriting recognition problems, i.e. the recognition of isolated digits and isolated uppercase letters, as well as two speech recognition problems. The results demonstrated that LoGID can effectively take advantage of the data presented in both the learning and the generalization phases to better generate and use a pool of classifiers. The base classifiers controlled by LoGID achieve better performance than the classifiers generated and used by other types of approach, such as batch learning and static selection. In addition, the mechanism proposed to control the increase in memory required by the baseline system have proved to be useful in most problems.

Future work might involve the validation of LoGID with other classifiers. As demonstrated by some experiments, LoGID has been able to create a pool of HMMs that could surpass the upper bound reached by the best HMM-based systems in the literature. Consequently, it may be of interest to try other types of base classifiers on problems where we know HMMs may not be the best choice as the base classifier. In addition, we should also focus on reducing the overall complexity of the KNOP algorithm. Some ideas proposed to reduce the complexity of instance-based classifiers are useful in this regard [35].
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